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1. Introduction:  

   Models of term structure of interest rates are useful applications for grasp interest rate dynamics. We 

consider one of the most popular model is called one-factor Cox Ingersoll Ross (CIR) process. It has 

been applied in a now widely used in finance as modelling interest rates and stochastic volatility of are 

common applications. It was presented by John Carrington Cox, Jonathan Edwards Ingersoll and 

Stephen Alan Ross in 1989. Our aim is to estimate the parameters of CIR process using Maximum 

Likelihood Estimation method and Bayesian method to show the best estimation for the CIR 

parameters.    

   In literature review,                       
 study the term structure of interest rates. The purpose of 

this paper is to describe the evolution of interest rates as diffusion process .                         to 

describe the evolution of interest rates as a diffusion  process.                          Provides 

estimation the parameters in one , two and three factor using the approximation  maximum likelihood 

estimation in a state-space model. And did                            offer a general view of the term 

structure of interest rates.                      present the CIR  model and the results include the 

extended CIR model and easier construction for it , an effective method of price  general interest rate  
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ABSTRACT 

 

The Cox Ingersoll Ross (CIR) stochastic process is consider one of the 

most important models in finance  to study the term structure of interest 

rates, as introduced in 1985, then it has been the object for many even 

recent studies and extensions. This article aims to estimate the 

parameters of CIR process by using two methods which are Maximum 

Likelihood Estimation (MLE) method and Bayesian Estimation 
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derivatives within this model, and price of bonds by the Laplace transform of functional of the initial 

process, which is squared Bessel. And                        offers two models are CIR and vasicek 

of the interest rates that has been introduction  into a macro-economic stochastic simulating model 

(SSM). The aim in this paper will be using the SSM with alternative term structures of interest rates . 

                            
     they reformulated the CIR model into the chaotic representation 

,starting with the squared Gaussian representation of the CIR model, finding a simple expression for 

the fundamental random variable   , also they derive an explicit form for the nth term of the Wiener 

chaos expansion of the CIR model, for n = 0, 1, 2,.., at last conclude a new expression for the price of a 

zero coupon bond which reveals a connection between Gaussian measures and ricatti differential 

equations.                            the aim of this paper is improve the term structure of interest rate 

in the sterling and euro treasury bond markets over the interval 1999-2003.                       the 

aim in this thesis is simulation the CIR process by using many methods include the implicit and 

explicit , as well as the strong and weak convergence of this methods. He  also study the numerically 

their behavior. At last comparing them with the schemes proposed.                       present the 

one- factor CIR model for model interest rates. In this thesis he refers to that by using finite difference 

techniques boundary behavior serves as a boundary condition and guarantees  a uniqueness of 

solutions if the boundary is attainable, as well as the boundary condition is not needed to guarantee 

uniqueness if the boundary is non-attainable, The finite difference solution is verified by use of 

positive numerical approximations.                    present the CIR process with Hawkes jumps .It 

can be consider as a generation of the CIR process and the Hawkes process with exponential function.  

In this paper, we focus on a stochastic system modelled by a Cox Ingersoll Ross (CIR) process as 

described in [5]. Estimation the constant parameters of this process by using two methods which are  
Maximum Likelihood Estimation (MLE) method and Bayesian Estimation of the CIR Process by using 

R programing . 

This paper is structured as follows. In section 2 present the Cox Ingersoll Ross (CIR) process. In 

section 3 present the methods of estimation the CIR process and Section 4 cantinas the simulation 

study.  In section 5 present the conclusion.  

 

2. Cox Ingersoll Ross (CIR) Process   

The short rate    are governed by the stochastic differential equation (2.1) [11] :  

d   = (       ) dt +   √              ...(2.1) 

where          are positive parameters. The parameters have the following explanations :    is the 

speed of mean reversion,   is the long term average value of the process,    is the volatility,     is 

Brownian motion and    is a short rate. The CIR process remains non-negative, show that whenever 

2     >   , the interest rate is strictly larger than zero. Furthermore, there is empirical evidence that 

whenever interest rates are high, the volatility is likely to be high as well, which justifies the volatility 

term in the CIR process [5].  

The distribution function of y(t) is the non-central chi-square            degrees of freedom and 

parameter of non-centrality 2u proportional to the current spot rate.  

The probability density of the interest rate at time s, conditional on its value at the present time t as [5]: 
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f(r(s),s ; r(t),t)= c     (
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           )     … (2.2) 

where 

c = 
  

              
        , …(2.3) 

u = c    
                 , …(2.4) 

v = c                        ,…(2.5) 

q = 
   

  
                  ,...(2.6) 

      is the modified Bessel function of the first kind of order q. 
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The characteristics of the distribution of the future interest rates are those expected , The mean goes 

to   and the variance to zero , if    approaches infinity .The conditional mean goes to the current 

interest rate and the variance to   
  r(t) *(s - t) if     approaches  zero . 

If the interest rate does display mean reversion (      > 0), then as s becomes large its distribution will 

approaching a gamma distribution. The steady state density function is [5] : 

 f [r               = 
  

    
            , where   

  

     , v = 2k 
 

     

The steady state mean is   and variance is  
      

    
 . 

 The expected , variance and auto-covariance conditional of CIR are [6] : 

E[r(t)|r(s)] = 
  

  
     

  

  
        

Var [r(t)|r(s)] =   
 (

            

  
)    

    
 

   
            

Auto-covariance =   
                

  
     

   

   
                     

 

3. parameters Estimation methods for the CIR process 

3. 1  Maximum Likelihood Estimate (MLE) for CIR Process 

Suppose a discrete time version on the time grid   ,    ,....,    with time step t          . If     is 

given, the conditional density function g of        is [15] : 
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f(r(s),s ; r(t),t)= C     (
 

 
)

 

 
           )         

As we mention the equation (2.3),(2.4),(2.5),(2.6) 

The likelihood function for the interest rate    with n observations is :  

L(     ,  )=∏       (
 

 
)

 

 
               

         …(3.1) 

The log-likelihood function is as following : 

Ln L(     ,  ) = (n-1) ln (C)+∑      
      

  
 

 
    (

     

   

)         √   
     

      
     ….(3.2) 

where    
     

      and v =       
.  

The log-likelihood function must be maximization by taking partial derivatives of equation (2.1) with 

respect to      ,   make them equal to zero yield three equations: 
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By Solving these equations (3.3), (3.4) ,(3.5) will yield the maximum likelihood estimates: 

 ̂ = (  ̂     ̂   ̂) =               

 

3.2 Bayesian estimation  

We assume the unknown parameters are  random variables. Then,  these parameters have prior 

information. The difficulty in this type of estimation lies in collecting information about un known 

parameters and accurately determining the prior probability distribution for them due to the difficulty 

of obtaining the previous information or the inaccuracy of this information. This information is put in 

the form of an prior probability distribution known as the “ prior probability density function” . It is 

combined with the maximum Likelihood to get what is called the “ posterior probability density 

function”. 
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Bayesian Estimation provides parameter estimates with perfect statistical property, parsimonious 

descriptions of observed data and predictions for missing data and forecasts of future data, a 

computational framework for model estimation, selection and validation[14].  

Posterior distribution is indicates to the knowledge about   with all known information.   

Prior distribution is indicates to  the knowledge about the   without any information about the data. 

Likelihood  is the probability of the observed data depending on the parameter    [10] 

Mathematically, can be expressed as : 

P(     
          

    
 

P(                

Where,  

      : the joint probability density function of the random variables y,  . 

      the prior probability density function. 

      : Maximum Likelihood Estimation. 

      : posterior probability density function

 

The Bayesian Estimation of CIR process as the following :- 

The CIR model which is based on the following stochastic differential equation is [7] : 

d   = (       ) dt +   √       

where          are random variable ,    is Brownian motion. We approximate the CIR process by use 

Euler-Maruyama scheme. As :   

              +(          )     √         √       …(3.2) 

Where                  

     

  = (       )  refer to the group of all observation data ,       
        

   refer to the group of all 

augmented data , And 

    
 ={    

         
 }, Where T is observations, and M augmented data between each pair of outgo 

observations.  

e refer the parameter vector (     ,  
 
) as  =(     

 
) where  = (,     ) due the drift term     

  y(t)) is linear in k ,   and the term   √     is the output of the parameter σ and a function of y(t) . 

Firstly we assume that the priori 
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probability density of the parameters satisfy  P(          
 

  
 , to determine the fully conditional 

posterior distributions of    
 ,   and   .  
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Therefore, 

                               

Where E = (T-1)(M+1)/2 , And  
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F = ∑ ∑  
        

        
             

      

      
   

   
   
    

 

4. Simulation study 

In this section, we will use R languages to simulation the CIR process driven by Brownian motion. In 

the main model the initial values of the parameters are                      also that the 

initial value of the interest rate y =10. In simulation side  ,we will simulate realizations          and 

from their posterior distribution by using 10000 iterations of the Metropolis Hastings algorithm. shows 

the CIR process in a simulation state .  Figure 4.1 represents the CIR process driven by Brownian 

motion using discrete-time. As it is clear from that the random process is clear in this figure and that 

the process is always  positive. 

 

Figure 4.1 : shows the CIR process in a simulation state when the initial value of parameters are 

                    , initial value of y =10. 
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Table 4.1 shows estimation of parameters by using MLE for CIR process 

 

Table 4.1  shows estimation of parameters by using MLE estimation , noting that the initial value for 

parameters are                     . Thus, the MLE estimation is so closer to  the initial 

value. Therefore, it means that the MLE was able to estimate the parameters well, and  the standard 

error was low especially since the    was a very good estimate because the S.D is its value 0.0444. 

 

 

Figure 4.2: shows the results obtained from the MCMC algorithm where the first column represent the 

posterior distribution.  The second column represent Auto-correlation for our parameters. Finally , the 

third column represent the spread of values between             .  

Figure 4.2 we assume that, the       distributed as log normal and    distributed as inverse gamma as 

the prior distributions. It is  good  estimating  using MCMC algorithm  especially           Also,  the 

Autocorrelation for       is very good  comparing to   . Therefore, it can be said that the Bayesian 

estimate of the CIR process is good. Finally, we can say that   the posterior distribution of these 

parameters is stable.   

In addition, the MCMC estimation is better than MLE. 

Parameters 
 

Initial value Parameters estimator Standard Error 

 

   1 1.5757 0.955 

   0.5 0.47013 0.21534 

   1 1.98333 0.0444 
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5. Conclusion:- 

We used two method to estimate the constant parameters of the CIR process which are Maximum 

Likelihood estimation (MLE) method and Bayesian estimation method. From the simulation and based 

on the results of the MSE, we find that the Bayesian estimation works very well  than MLE method. 
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