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ABSTRACT

Facial recognition has been broadly used in advanced intelligent
systems (i.e: smart video surveillance, intelligent access control system, and
online payment). The performance of existing algorithms for automatic
facial recognition is hampered by various covariates like pose variations,

face aging, Masks, disguises, and makeup.

Disguises and makeup are especially used to intentional or
unintentional change facial appearance to either hide one’s personal identity
or impersonate someone's different identity. It is also one of the common
traditional variables that people make in their daily lives. While new
algorithms continue to improve performance, most face recognition systems
are liable to failure when disguised or makeup altered, which is one of the

most challenging factors to overcome.

With enormous capability and promising results, deep learning
technology becomes attracted the greatest attention to the research in a
diversity of computer vision tasks. In order to overcome this problem, the
database of disguised and makeup faces (DMFD) used in this thesis. Which
contains images under these two variables mentioned. The facial images are
obtained from the (DMFD) dataset from (Hong Kong Polytechnic
University) comes with cropped images and passes through preprocessing

steps before the classification procedure.

The preprocessing phase includes performing histogram equalization
to enhance the contrast value of the facial image. Afterward, the image is
resized to prepare it for the feature extraction phase. The features of facial
Images are extracted in this thesis using Linear Discriminant Analysis (LDA)

method that gives the minimum feature length and minimum extraction time.
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Facial recognition system is done by using the proposed hybrid-deep
learning Classifier for more precise feature learning. Also, we compared the
proposed method with pre-trained model (AlexNet) and four machine
learning algorithms (Naive Bayes (NB), K- Nearest Neighbor (KNN),
Random Forest (RF), and support vector machines (SVM)).

The experimental results show a high-quality performance and a
perfect precision value equals to 99% when using the LDA feature extraction
with the proposed hybrid-deep learning classifier on the facial images. The
proposed system also was fast in the concept of speed with time equals to

parts of a second in the prediction of the person.
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Chapter One

Introduction and Literature Survey

1.1 Introduction

This chapter includes a brief overview of the image processing
concept and its implementations, as well as a biometric definition, biometric
recognition system concept, forms, specifications, and applications of the
biometric system, literature Survey, the problem statement, thesis objectives,

and thesis outlines.

1.2 Biometric Systems

In the field of information technology, ensuring that information is
accessible and safe is a major concern. Since the methods of authentication
and validation used in previous decades, such as PIN and passwords, are
inefficient due to the risk of fraud, a solution to this problem is provided by
using biometric identities. Biometrics refers to a method for distinguishing
individuals based on at least one intrinsic physical or behavioural

characteristic.

Biometrics refers to technologies that use to calculate and analyse human
body characteristics such as hand measurement, voice pattern, fingerprints,
facial patterns, and retinas for the purpose of authentication. The term
'‘Biometric' is derived from the Greek terms 'Bios', which means life, and
‘Matron," which means measure [1]. Compared to conventional approaches,
the biometric system has many benefits. Biometric traits, unlike passwords

and tokens, can not be lost or forgotten. Biometric traits are difficult to copy,
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exchange, distribute, or steal. Biometrics can be classified into two

categories as show in figure (1.1):

1) Physiological: It is linked to body shapes such as hand geometry,
DNA, fingerprints, palm prints, face recognition, iris recognition
(which has mostly replaced the retina), and smell.

2) Behavioural: It is linked to an individual's behaviour, such as their
speech, gait, and typing rhythm. This form of biometrics has been

referred to as (behaviometrics).

Biom'etrics
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Physiological

[ | |
Keystroke Signature Voice
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Figure (1.1): Types of Biometrics [2]

A biometric system is a pattern recognition system that acts by gathering
biometric data from a person, extracting features from that data, and
comparing those features to a database template(s) set. A biometric device
can work in either authentication or identification, depending on the
application context. The system verifies a person's identity in the verification
mode via comparing the captured biometric data to the own biometric
template (s) saved in system database. In identification mode, the device
recognizes a user by looking for a match among all of the users' models in
the database [3].
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1.2.1 Biometric System Characteristics

Since biometric systems are commonly used for authentication and

protection, they should have a number of characteristics [4].

1) Collectability: refers to the ease with which traits can be obtained and
evaluated.

2) Acceptability: refers to the users' acceptance of the system; they
should feel at ease using it.

3) Performance: A precise result is always expected, regardless of
circumstances in which the system operates.

4) Uniqueness: In order for the system to perform tasks correctly and
accurately, the users' characteristics must differ to some extent.

5) Universality: The characteristics that were used had to be present in
all of the enrolled users.

6) Permanence: Over time, the biometric traits token for approved

people should not be not alter.

1.2.2 Biometric System Applications

Biometric systems are used for authentication, security, and access

control in a variety of applications. The following is a list of some of them

[5]:

1) Biometric devices are commonly used in commercial applications
like Internet access, E-commerce, computer network login, ATMs
(or credit) cards, cell phones, physical access control, medical

records management, and PDAs.
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2) Biometric devices are used in government applications as national
(ID) cards, driver's licenses, social security numbers
(SSN),passports, welfare spending codes, border crossing systems,
and surveillance systems to the identity verification.

3) Biometric devices are used in forensic applications such as corpse
detection, parenthood determination, and the criminal

investigation.

1.3 Biometric system based on facial recognition

Facial recognition technology has been one of the most well-known
research subjects in pattern recognition and computer vision in recent
decades. This interest illustrates the need for a reliable face recognition
system. There are still some obstacles to address when it comes to facial
recognition device research and performance enhancement, Such as pose
variance, facial expression, occlusion, lighting, and aging [6]. Face detection,
feature extraction, and classification are the three main stages that make up
a facial recognition system. Each stage is important, but feature extraction

has a big impact on the recognizing system's accuracy [7].

A face recognition system recognizes the person by their input facial
images to a system, where the personal identity is a specific procedure of
linking a determined person with an identity using two traditional techniques
widely used: token-based methodologies and knowledge-based
methodologies. Token-based methodologies depict "something owned™ in
order to obtain an individual identity, such as a driver's license, travel
document, credit card, or ID card. Knowledge-based methodologies obtain
"something you know" to conduct an individual identification, such as the

person's identification number (PIN), or secret words. Both methods have
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drawbacks, such as tokens being stolen, squandered, lost, or forgotten, and a
PIN being ignored by a legitimate user or speculated by a juggler. They are
unfit to distinguish the authorized person from the juggler who obtains the

authorized individual's token or awareness by fraud.

A biometric technique has been used to develop individual
personality and is a more reliable method [8]. Biometry is a method of
determining an individual's personality based on their physical or
behavioural characteristics. There are some benefits of using a facial
recognition system that is not joined with biometrics strategies. Other
biometric systems are difficult to use because they require physical contact
with the device and a brief delay for detection and recognition. Among the
six well-known biometric systems used in Machine Readable Travel
Documents (MRTD), such as registration, protection, machine
specifications, renewal, surveillance, and public perception, facial features
had the highest compatibility. Face recognition has the highest weighted
percentage in the biometric system as compared to other biometric traits
dependent on MRTD, as shown in Figure (1.2) [9].

100

80

60
A0 -
o4

Face Finger Hand Volce Eye Slgnature

Weighted percentage

Figure (1.2) different biometric traits comparison based on MRTD [9]
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1.4 Literature survey

Disguise and makeup is significant to face identification problem.
Facial recognition has been actively studied since its inception in the 1990s,
owing to its wide range of practical applications. Processing a huge volume
of data in real-world environments has become extremely complex in recent
years. There had been a lot of research accomplished in that area. The most

common research in this field is as follows:

1- S. Haji and A. Valor (2016) [10], this research proposed a real-time
application, based on the windows based real time system, for face
recognition. The system is depending on the Eigen and Local Binary Patterns
to measure the similarity between face images, to authenticate users, to
eliminate the effect of multiple illumination conditions. Despite the high
recognition accuracy of 90%, the study shows that the accuracy is
dramatically affected by any changes to the conditions of the environment,
such as distance between the individual and the camera or ambient lighting,
or when the images are collected using different cameras.

2- M Shujah Islam et al. (2017) [11], this research proposed a real-time
face recognition system based on computer vision technigues. The system
extracts face images based on the use of viola jones for faces detection,
which are then cropped out of the image before the features extraction, using
the SURF method. The extracted features are matched using the M-estimator
Sample Consensus (MSAC) in order to authenticate users. The method has
been able to achieve 95.9% recognition accuracy, which shows the
importance of using face detection prior to matching stage, to eliminate any
additional features that may exist in the image.

3- Abhila et al. (2018) [12], this research Presented for disguised face

detection, the Viola Jones approach was utilized. The algorithm works by
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looking for particular haar-like characteristics. A pre-trained CNN (Alex-Net
Model) is used to extract facial features before a multi-class SVM method is
used to perform the classification task There has been a new dataset created.
It includes images of people wearing various scarves in various ways. All of
the images are of the front of the face, with the eye region clearly visible.
The goal of this article is to recognize a disguised face.

4- Sarapakdi et al. ( 2019) [13], this research studies the impacts of two-
dimensional principal component analysis (2DPCA) in the initialization
stage to image classification using (CNN) to lessen the complexity of a facial
occluded recognition system. The experiments suggested that applying
2DPCA instead of the whole image for training reduces the dimension of the
image while retaining the accuracy, which is 81% for AR and 99% for
GTAV databases.

5- N Christou et al. (2019) [14], this research tried to identify a efficient
solution for enhancing recognition accuracy. Convolutional neural networks
could be used to solve the problem (CNNSs). On the FER2013 data, which
includes genuine face images assigned to the seven facial expressions
categories (Anger, Disgust, Fear, Happy, Sad, Surprise, and Neutral), the
experimental results show that the proposed solution can enhance the
accuracy to 91.12 %.

6- VidyaP etal. (2020) [15], this research been explore image processing
IP along with machine learning algorithms ML and techniques ensuring
efficiency and high accuracy. The work of the proposed system is the
automatic marking of the student’s attendance established on the detection
and recognition of students utilized face image features. Using Viola-Jones
algorithm to face detection. In face recognition, LDA is implemented with
two classifiers KNN and SVM. As Final result, LDA along with KNN hands

high accuracy on the used database uses a camera installed at a proper place
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for taking students’ face images in a constrained environment. One of the
main reasons for the increase in accuracy is more facial expressions are taken
for each student.

7- Pranav et al. (2020) [16], this research implementation and evaluation
of a real time facial recognition system based on CNN are presented in this
research. The proposed architecture is first evaluated uses standard AT&T
datasets. and then the same methodology is applied to a real-time system.
The tuning of the model CNN parameters to analyse and enhance the
proposed system's recognition accuracy is also described. To improve the
system's performance, a systematic method for tuning the parameters is also
proposed. The standard datasets with real-time inputs, the proposed system
achieves maximum recognition accuracy (98.75 % and 98.00 %).

8- Hung et al. (2021) [17], this research present Face detection and
identification. HOG features + SVM classifier are used in the face detection
approach. The suggested face recognition model is based on a convolutional
neural network (CNN). On the FEI, LFW, and UOF datasets, the model's
efficiency is tested, and the results reveal that the suggested model achieves

good accuracy.

Table (1.1) Literature Survey Summary

Feature extraction | Classification
No. | Ref Result Datasets
methods methods
_ Matching
1 [10] | Eigenface PCA-LBP 90% Webcame
method
2 | [11] |SURF MSAC 95.5% | Graz01
3 [12] | AlexNet SVM 88% Disguise face
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81.91% | AR
[13] |2DPCA CNN
99% GTAV
[14] |CNN CNN 91.12% | FER2013
97%
[15] | LDA KNN,SVM Webcam
LDA+KNN
[16] |CNN CNN 98% AT&T
98.7% FET-P1,P2,P3
[17] |CNN CNN 98% Faces96
95.2% LFW
hybrid- dee
This Y _ P
~ | LDA learning 99% DMFD
Thesis
(CNN+DNN)

1.5 Problem Statement

Due to changing the appearance of the face under the effect of
Disguise and makeup, the face identification system meets some difficulties
that make the system unable to verification the face with reasonable
performance exist. So the main problem that is addressed in this thesis is
"Recognition human Face covered with Disguise (like glasses, beards,
hairstyles, and other facial accessories) and makeup variations”. The overall
efficiency and accuracy of a facial recognition system is largely dependent

on the techniques used to extract facial features, though facial feature
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extraction has a number of issues that must be considered and resolved,

including:

1.6

1) Variation in appearance this variation involves the facial image is
with or without (makeup, different disguises like as glasses, beards,
hairstyles, and other facial accessories), as well as facial
expression, whether (mouth and eyes) is open or closed.

2) Pose variations represented in the camera-face pose (frontal,
profile, upside down), and distance from the camera.

3) In this thesis, facial image captured in a real-world environment
was used to reflect pose variations in the camera-face pose and
distance of the face from the camera.

4) Changes in the light source and Texture, in particular, can
dramatically alter the appearance of a face, particularly the face's
surface properties and the light sources, where this thesis employed
the feature extraction based on (LDA) linear discriminant analysis

and classification based on hybrid- deep learning.

Aim of thesis

There is a growing interest in human identification in managed

environments such as airports, banks, and parking lots, and as a result,

ground-breaking biometric recognition methods for human identification at

a distance have become a pressing need and have sparked a lot of interest

among computer vision researchers. The aim of this thesis are:

1- Building a model with highly effective Face recognition under

Disguise (like glasses, beards, hairstyles, and other facial accessories) and
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makeup variation, and the accuracy of identification not affected by

changing facial features during these variations.

2- This thesis addressed establishing a facial recognition system
depending on features of human faces, with the following phases: (image

Features extraction and classification).

3- Linear discriminant analysis LDA is used for features extraction and
proposed hybrid-deep neural network with 12 layers used for classification,
and its comparison with the pre-trained model (Alex net) and four
classification algorithms are also used from machine learning (NB, KNN,
RF and SVM) to show the better one.

1.7 Outlines of Thesis

Addition on the First Chapter, which serves as the thesis' introduction,

there are four additional chapters, which are arranged as follows:

1. The second chapter discusses face pre-processing, feature
extraction and classification methods.

2. The third chapter presents a detailed overview of the proposed
face recognition system's architecture and implementation.

3. The fourth chapter explains the proposed system's
implementation and discusses the results.

4. The fifth chapter describes the results reached as well as

suggestions for future work.
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Chapter Two

Theoretical Background

2.1 Introduction

This chapter provides a Theory Background of all of the mechanisms
and techniques used in the proposed face recognition system, include a brief
overview of the properties and challenges of facial images, as well as feature
extraction methods and machine learning. These terms do the key outlines
that will be presented and explored in this chapter, and they play an important

role in thesis motivation.

2.2 Image Processing

Image processing is a method of improving or extracting usable
information from an image by performing an operation on it. It's a type of
signal processing in which an image is an input and the output is an image
or the image's features [18]. A digital image is a numerical representation of
a real image that a computer can store and process. The image is split into
tiny areas called pixels in order to convert it into numbers (picture elements).
For each pixel, the imaging device maintains a number, or a small set of
numbers, that describes a pixel's characteristics, such as brightness (light
intensity) or color that are arranged in an (array of rows and columns) that

match the image's vertical and horizontal pixel positions.[19]

Depending on the color model used, such as the RGB model, HIS and
HSV model, and the grey Color Model, each part of this vector corresponds
to various aspects of color . Image processing is a technique for enhancing

images obtained from cameras/transducers mounted on satellites, space
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ships, and aircraft, as well as images captured in everyday life for a range of
applications. In image processing, variation techniques have advanced over
the last four to five decades. The majority of technology was developed to
improve image quality. Because of the easy availability of powerful personal
computers, big-size memory instruments, graphics applications, and so on,
Image processing is becoming more popular. [20] Image processing is used

in a wide range of applications, including:

1. Face recognition.
2. Character recognition.
3. Age estimation and classification.

4. Iris recognition.
2.3 Facial Recognition Approaches

Face recognition is a technique that is utilized for recognizing the
individuals from only his/her face and it is one of the uttermost efficient
biometric techniques for a person’s identification procedure. Biometric
recognition became an integral part of our living and especially in
authenticating and verification of individuals and there is plenty of
biometrics that exists and can be used such as clothing, the shape of the body,
voice or gait might be establishing identities with regard to conditions in
which the facial details might not be provided. Recently, human

identification based on face recognition was of high importance.

The face images of the humans show a lot of information, it might
specify attentiveness, intention, and mood, and it might be utilized for
identifying humans since the human face contain much significant
biometrics information. Facial recognition aims for identifying individuals

based on some facial characteristics like lines and wrinkles in the face, spaces
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between the cheekbones, the position of eyes, and so on. In addition, face
recognition is of high importance due to its many applications in computer
entertainment, surveillance, access control, security, law enforcement, and
internet communication. Automatic face recognition systems through

computers might be classified into three methods [21]: As shown in Figure

- SIFT
Key-Points-Based SURF
Techniques BRI
/7 Local _ Ehe-
approaches RASREN
Local Appearance- HOG
Based Techniques LPQ
N etc..
PCA
7
LDA
Linear Techniques
Face recognition |_] Holis tic :\t;
—_ C 2
methods approaches - (_NN\
Non-Linear ﬁ\'r;[
k. Techniques abc
~
Hybrid _ Local+ Holistic
\_ approaches Techniques

Figure (2.1): Facial recognition approaches [21]

1- Local Approaches: Simply few facial features are addressed by local
approaches. They are higher sensitive to facial pose, occlusions, and
expressions than other people. The basic goal of these approaches is to find
distinguishing characteristics. In general, these approaches can be
categorized into (2) groups: (a) To extract local features, local appearance-
based approaches are applied, and the facial image is separated into little
regions or patches. (b) To extract the features centered on these places, key
point based algorithms are utilized to identify the points of interest in the

facial images.

2- Holistic Approaches: Holistic approaches or subspace are intended to
process the entire faces, without the need to extract faces areas or feature

positions (mouth, eyes, noses, and etc). The fundamental purpose of these
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methods is to describe the face image as a pixel matrix, which is later
converted into feature vectors to make handling easier. Then, in low-
dimensional space, these feature vectors are implemented. Holistic or
subspace techniques, on the other hand, are sensitive to differences (facial
positions, illumination, and expressions ), and those advantages have made
them popular. Furthermore, those methods can be classified into kinds, such
as (linear and non-linear) techniques, based upon the representation way for

the subspace.

3- Hybrid Approach: To take advantage of both subspace and local
strategies, the hybrid approaches are based on local and subspace
characteristics. which have the potential to improve the accuracy of face

recognition.

2.4 Challenges of facial recognition systems

Facial recognition is one of the most important areas of research in
pattern recognition. Additionally, Authentication based on facial recognition
was also widely used. Face recognition in unregulated environments is still
difficult, despite the fact that face images were considered in unconstrained
conditions and showed significant variations in the expression, complex
context, occlusions, pose, and lighting, as shown in figure (2.2). Typically,
face verification evaluation techniques assumed that the individual's
identification in testing and training sets was unique, requiring predictions

about faces that had never been seen before.[22]
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(e)

Figure (2.2): Faces with variations (a) pose, (b) illumination, (c)

expression, (d) occlusions, (e) low resolution, and (f) makeup. [22]

In reality, there were several key factors and challenges that could have a
significant effect on face recognition performance as well as other factors

that could affect matching scores, such as the following:

a) lllumination variations: When a picture is taken, variables such as lens
and sensor reaction, as well as lighting (intensity, distribution, and
spectra), have an effect on the appearance of the human face. Because of
the internal camera control and skin reflectance properties, as well as the

use of a low-cost camera, this can cause illumination variations. One of
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the main technical issues confronting the designers of face recognition
systems is the problem of illumination/lighting variations, in which a
person’s face can be extremely different [23]. Despite the fact that image
pre-processing techniques were quick and easy, they overlooked the effect
of lighting direction shifts on the extracted local features, which can be
used to differentiate people from their physical appearance.

b) Pose variations: The pictures related to facial changes because of the
relative camera face pose, certain facial features, such as the nose and
eyes, can be completely or partially occluded. Actually, due to self-
occlusion and the projective deformations, pose changes have an effect on
the recognition process. As a result, pose tolerance becomes even more
important for face recognition systems that rely on the subject's single
view. The most noticeable differences in appearance are caused by poses,
which result in extreme performance degradation. [24]

c) Wrinkles and Ageing: Aging can be both artificial (using makeup tools)
and normal (aging naturally due to the progression of age). Wrinkles and
aging can have a significant effect on the efficiency of face recognition
methods in all of these cases. Aging is a normal part of life that happens
to everyone but is slow. Individual aging habits vary and are influenced
by a variety of factors like environment, culture, lifestyle, gender, illness,
alcohol use, and antiaging medications, among others. The extracted
features change as the appearance of the individual's face changes. The
features saved in the face's database must be modified to reflect these
improvements, thus enhancing the usabillity of the facial recognition
system. [25]

d) Facial expression or style: In the field of computer vision, analysing
facial expressions is a hot topic. When the intelligent system's input is a

facial image, Facial Expression Recognition is an effective visual
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recognition technology for detecting emotions. Expression Recognition is
widely applied in Human-Computer Interaction (HCI), autonomous
driving driver monitoring, education, healthcare, and psychological
therapies. Several algorithms are used to recognize facial expressions, but
they do not have the drawbacks of imperfect facial expression recognition
[26]. The individual's facial expression had a significant effect on the
appearance of his or her face. Facial hair, such as a moustache or beard,
can also alter the facial appearance and features in the lower half of the
face, especially near the chin and mouth. Hairstyles may be altered to
modify the look of the face or to conceal facial features.

e) Occlusion: Faces might be partially occluded by other objects such as a
variety of glasses, masks, and accessories, as occlusion, as illuminated in
figure (2.2) set (d). A few objects of faces in an image related to a group
of individuals may partially occlude other faces, resulting in only a small
part of the face being provided in different circumstances, making features
difficult to recognize. [27] The recognizer conditioned by these images
does not perform well in real-life situations. When a person's face is
obscured in an unregulated scene, the recognition accuracy plummets. To
summarize, most existing methods for synthesizing occlusion images
cover some abnormal occlusion masks to the normal picture, deviating
from the actual situation.

f) Low Resolution: Surveillance video cameras provide images with small
faces, resulting in low resolution. Comparing the low-resolution query
image to the high-resolution gallery image is a challenging task. Frame
from surveillance video with such a low-resolution image. The data in a
video of a captured face is extremely limited because the majority of the
points of interest are lost. This has the potential to significantly lower the

recognition rate. [28]
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2.5 Color Models for Digital Images

Digital images are described as a numerical representation of a real image
that can be handled and processed by digital computers. Images will be
separated into small areas known as pixels (picture elements) for the purpose
of converting them to numbers. In an imaging device, a number or small
collection of numbers is registered for each pixel, which describes some
pixel property, such as color or brightness (light intensity) [29]. The numbers
have been organized in an array of (columns and rows) matching to
horizontal and vertical locations of image pixels, each of the vector
components matches to a distinct color aspect depending on the color model
used, such as HSV, RGB, HIS, and Gray Color Model.

1) RGB: Any color can be represented in this model as a linear mixture of three
basic colors (red, green, and blue). Colors are shown on TVs and computers
using this model. The digital image was defined using three 2D matrices, one
for each of the primary colors in the RGB model, with equivalent sizes, and
the values from these three matrices were mixtured to produce an image to
display. Each element in the three matrices was typically represented using
8 bits. As shown in Fig. (2.3), the color pixel was defined using 3x8 = 24
bits. As a result, there are (22* = 16777216 ) possible colors [30].
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Figure (2.3): the RGB color model [30]
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2) Gray color model: A picture with just brightness information and not color
information is referred to as a gray image. Is a 1D (channel) that contains
only gray shades of color (256 gray colors) and uses an 8-bit representation.
Grayscale images are distinguished by the equality between red, green, and
blue color levels. The color code would be RGB (R,R,R), RGB (G,G,G), or
RGB (B,B,B), with “R,G,B” each being a number between (0 - 255). In some
applications, converting the color images to a grayscale representation is
needed, and most of now show and picture capture hardware can just support
(8-bit) images. Furthermore, for several tasks, grayscale images are
appropriate, therefore there is none need to employ more complicated and
difficult to process color images. The graying processing on graphics RGB
is usually done using the weighted average method, in which that the
brightness’s values of pixels (R, G, B) in all layer are then weighted and
summed to get brightness’s value of a the gray image. In general, the human
being eye is more sensitive to colours in the order (green > red > blue), so
the weight coefficient must be (G > R > B). If the coefficients from (R, G,
and B) are (0.299 , 0.587 , and 0.114) sequentially, according to the human
eye's sensitivity to visible range, a gray scale image suitable to the human
being eye can be achieved [31]. As a result, can use the following equation
to convert the original image to grayscale:

GRAY =030R+059G+0.11B (2.1)

2.6 Face Image Pre-process

The operation of preprocessing includes two-step, improving the face
image via modifying the contrast using histogram equalization and the
enhanced face images are resized. The first step, processing of an image in
order to improve a certain feature of the image known as image

enhancement. Image enhancement is the process of enhancing the
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interpretability or perception of information in images for human viewers
while also giving better input for other automated image processing
approaches. Its main goal is to change the characteristics of an image to make
it more suited for a specific task and observer. In the following situations,
image enhancement is used: Noise removal from an image, the dark image
Is enhanced, and the edges of the items in the image are highlighted, making
the image more smother. For some uses, the output is more suitable than the
original image [32].

Image enhancement is the process of changing a picture f into an
image g utilizing T. (Where T is the transformation). Pixel values in images
f and g are indicated by the letters r and s, respectively. To improve images
in some way, many diverse, often simple and heuristic methods are applied.
Of fact, the problem is not adequately defined because there is no objective
measure of image quality.

A grey level slicing function can either emphasize a set of intensities
while diminishing all others, or it can emphasize a group of grey levels while
ignoring the others. Histogram Processing is a popular and important image
enhancement technique in which histograms are usually normalized by the
total number of pixels in the image. A discrete function is the histogram of a
digital image with intensity levels in the range [0, L-1]. The histogram
enhancement method is applied in the digital image to improve the intensity
of facial images [33].

Histogram equalization is a spatial domain method that creates an
output image with a uniform pixel intensity distribution. This means that the
output image's histogram is flattened and extended consistently. Due to its
ease of use and efficacy, histogram equalization is commonly utilized for
contrast enhancement in a range of applications. Medical image processing

and radar signal processing are two examples. One disadvantage of
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histogram equalization is that the brightness of an image can be modified
after it has been equalized, which is primarily due to the histogram
equalization's flattening property.

This strategy increased the total contrast of many images, especially
when the image's relevant data is represented by an adjacent value of
contrast, as seen in figure (2.4). The modification allows the intensity
distribution on the histogram to be finer, allowing areas with low local
contrast to have a superior contrast. Histogram equalization is achieved by
diffusing out the most frequent intensity values in an effective manner. As
demonstrated in the following equation, the histogram cumulative
distribution function is useful in computing histogram equalization [34].

cdf (X )=3%, h() (2.2)
Where (X) is the gray value and (h) denotes the histogram of the image.

. da —cd min-~\ *
T[pixel] = round ((CE];(;C)—C;f{x()xiin )*(L-1) (23)

cdf (x)min: 1S the cumulative distribution function's minimum value.

E * F: Columns and rows of images, L: Gray levels. (used =256).
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Figure (2.4): Facial image after applying histogram equalization [33].
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The detailed steps in the algorithm (2.1)

Algorithm (2.1): The Histogram Equalization Algorithm

Input: Face image Fg,q, With gray levels from 0 to 255
Output: Face image in enhanced intensity Fgphanced
BEGIN

1 Getsize of Fgyq,y, - E* F, gray level (0 - 255) ,

Build a (G1 matrix) with size (256) and start with a 0.

2 Scanning each pixel in the image and increasing the related element of
the matrix to create the image's histogram.
G1 [gray-val (pixel)] = G1 [gray-val (pixel)] + 1

3 Get the function of cumulative distribution, as shown in the equation
(2.2).

4 Use the formula of general histogram equalization to calculate the
new value. as shown in the equation (2.3).

5 Replace (original) gray values with (new) gray values to create a new
Image:
ImgyewlEI[F] = T1 [Imgeq [E][F]]

END

The second step, Bilinear interpolation is considered to be a significant
approach applied for image resizing (zoom in/out). It does take a weighted
average of four neighborhood pixels for calculating the final interpolated
value, which will result an incredibly smoother image in comparison to the
original one. This technique gives better result than nearest neighbor
interpolation [35]. The bilinear interpolation process was implementation in
this thesis by algorithm (2.2).
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Algorithm (2.2): The Bilinear interpolation

Input: Face image Fgphanced
RH;,: refers to the height of a facial image that has been entered.
CH,, . refers to the width of a facial image that has been entered.
MHp: describe the row's minimization ratio
MH : describe the column's minimization ratio
Arh, Ach: a fractional part of the (row,column) location rh, ch

Output: Minimized face image F,,cysize

BEGIN
1 RH,yr = MHR*RH;,

CHoyr= MH:*CH;,
2 forrh=1to RHyyr

T'hf: rh. MHR
3 forch=1to CHyyr
Chf = ch. MHC

4 rh=|rhs] and ch = |rh]
5 Arh= rhy - rh, Ach =ch; - ch

Frewsize (I’h, Ch) = Fenhanced (rh, Ch) (1'Arh)- (1-ACh)
+Fgnhanced (Ph+1, ch). Arh. (1-Ach)
+Fgphanced (rh, ch+1). (1-Arh). Ach
+Fgohanceq (PN+1, ch+1). Arh. Ach

(@]

7 Return Fe\size
END

2.7 Approaches of the Feature Extraction

Feature extraction has become a clear requirement in numerous

processes that have frequently to do in computer vision, image processing,
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object detection, image retrieval, pattern recognition, bioinformatics,
machine learning. Feature extraction is utilized to extract features that
special existing in a dataset (text, image, voice) which are utilized to perform
and describe the data [36]. The feature extraction step of the face recognition
system comprises the decreasing of the number of resources that describe
large data amounts. Feature extraction is a technique for reducing the size of
the original face dataset by extracting properties that can be used to identify

and extract patterns from the input facial images [37].

When the algorithm's input data is very large for processing and
expected to be redundant (a lot of data, but little information), the data is
transform into a reduced representation set related to the features referred to
as (features vector). Furthermore, feature extraction (FE) is the process that
transforming the input data in to a collection of (features). It is assumed that
when the extracted features are correctly chosen, the features collection will
extract essential information from input data in order to complete the desired

task using a reduced representation rather than full-size input.

Pattern recognition is regarded as one of the most promising areas of
image processing science. Face recognition, postal address reading, text
reading, extracting information from cheques, document authentication,
health insurance, character recognition, credit card applications, recording
bank deposit slips, loan, check sorting, data entry, and script recognition
were among the applications it was used in Pattern recognition. Pattern
recognition's main goal is to take input patterns and properly allocate them
to a possible output class. The excellent feature set comprises discriminating
information that can be distinguished the objects. It requirement be robust
enough to prevent the generation of several feature codes for the same object

class. Moreover, the features can be split into two separate groups: [38]
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1) Local features: generally geometric (joints, number of endpoints,
branches, branches, convex or concave parts).

2) Global features: these were usually statistical (invariant moments) or
topological (number of holes, connectivity, projection profiles, and so on).
Focusing on the feature extraction process is critical because it has a

discernible impact on the efficacy of the recognition system.

Linear Discriminant Analysis (LDA) is studied in machine learning,
statistics, and pattern recognition in widely. LDA can be considered as a
Fisher’s linear discriminant (FLD), which is designed to find an optimal
conversion to extract discriminant features that differentiate two or more
classes. Its application of LDA has been kept in a small image database that
used to overcome the limitations of PCA, was accomplished by the
projection of an image onto Eigen-face space over PCA, then perform pure
LDA through it for classifying Eigen-face projected data. LDA looks for
vectors in implicit space that are better at discriminating between classes
[39]. In contrast to the LDA group's images that are linked to the same class

and the images that separate distinct class images.

Furthermore, LDA was compared to LDA feature space to determine
eigen-decomposition relating to the appropriate matrix, given that all data
were provided in advance. However, there were circumstances in which data
was delivered in order and LDA features should be updated incrementally
by identifying new incoming samples. In addition, the LDA approach's
common implementation requires that all samples be provided ahead of time.
In certain cases, however, the entire data set was not provided, and the input
data was classified as a stream. In these circumstances, LDA feature
extraction must be able to update the evaluated LDA features by detecting

new samples instead of performing the algorithm on the complete data set



Chapter Two Theoretical Background

[40]. Furthermore, LDA variations could be used in a variety of study
domains, including text recognition, bioinformatics, and face recognition.
LDA determining the orientation decreases high-dimensional feature vectors
from many classes to low-dimensional feature space, allowing feature
vectors from other classes to be successfully separated from feature vectors
from other classes, As can be seen below [41][42]: The scatter matrices Sy,
(within-class) and Sz (between-class) are generated for a set of C-classes

where each class C; has N; face images:

1 N;
Hcj = N_jzki1xk (24)
1
H=7 iz1 X (2.5)
c T
Sp = Sje (e, = 1) (1, =~ 1) (26)
N.
Sw = X5o1 XLy (g — te)) (i — teyy (2.7)

Where (u) is overall mean, (M) is the set of all face images, and p; is the
mean of class C;j.

By increasing the between-class scatter Sz and decreasing the within-class
scatter Sy, the goal of LDA is to discover (W,,)) an optimal projection.

W is the optimal projection which satisfies the following equation:

[WTSBW]|
W, .+ = arg maxyy ———— 2.9

The eigenvectors and eigenvalues of W = S;,'S; S B must be solved to
complete this optimization. For face projection, we employed the first K
eigenvectors in the collection, similar to PCA. All of the LDA steps are
detailed in Algorithm (2.3).
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Algorithm (2.3): Linear Discriminant Analysis LDA

Input: Face image F,,ensize
Output: Feature Vectors
BEGIN

1 Read Face images

2 Using Equation (2.4), find the average value of each of the classes.

3 As in Equation (2.5), calculate the total mean of all databases.

4 Using Equation (2.6) to get the between-class matrix Sz (MxM).

5 Using Equation (2.7) to get the within -class matrix Sy, (MxM).

6 In Equation (2.8), also known as Fisher's criterion, is used to calculate

the
transformation matrix (W) of the LDA approach.

7 The Eigen values (A) are calculated, as well as the Eigen vectors (V)
of W.

8 Sorting eigenvalues by their corresponding Eigen values in
decrement order. As a lower-dimensional space V,, the first (k) Eigen
vectors are used.

9 As in Equation (2.9), apply each original sample (X) to the LDA's
lower dimensional space.

10 Return the feature vectors

END

2.8 Machine learning

One of the most widely used technologies is machine learning. The
internet has altered people's lives and the way they conduct business over the
previous century and a half, producing many petabytes of data in the process.

Predictive analytics and machine learning have once again altered society by
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transforming data into positive predictions [43]. Machine learning is the
study of automated systems for learning to make exact predictions based on
previous observations, and it is broadly defined to include any automated
computing process based on binary or logical operations that learns a task
from a series of instances. The goal of Machine Learning (ML) is to create
classification expressions that are basic enough for a human to understand.
They must be able to sufficiently simulate humans reasoning in order to

provide insight in to the decision-making processing.

ML is a method for designing computer systems that learn and improve
automatically as they gain experience. [44] Data mining is one of the most
essential applications for machine learning. During research or, in some
situations, when attempting to build relationships between multiple features,
people are prone to making mistakes. This makes it harder for them to find
solutions to specific issues. In most cases, machine learning may be
successfully applied to these issues, resulting in improved system efficiency
and machine design. It's also capable of automatically extracting relevant
information from a set of data by constructing suitable probabilistic models,
and it's best suited to fields with a lot of data [45]. The same set of features
has been utilized to represent each instance in each dataset used by machine
learning techniques. There are three types of features: categorical,
continuous, and binary. ML techniques can be classified into three basic
types based on how they handle a collection of provided cases and features:

Supervised, Unsupervised, and Reinforced [46]

Supervised ML
Supervised machine learning (supervised ML) is a method for learning
a function of the training data, which consist of pairs of the input objects

(usually vectors) and the desired outputs. The function output could be a
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continuous value known (regression) or could be predicting an input object
class label (which has been referred to as the classification). After seeing
numerous examples of training, the supervised learner must predict the
function value for any of the valid input objects. In classification and
regression, supervised learning uses labeled instances (i.e. X & Y) for the
prediction of their relationships.
Unsupervised ML

Unsupervised learning algorithms, unlike supervised learning
algorithms, do not require the data to be labeled by a human expert.
Unsupervised approaches take unlabeled features from the input data and
classify it using self-taught rules. As a result, models are frequently used to
identify unknown or hidden relationships in data. Unsupervised machine
learning is a more difficult process in which the examples are left unlabeled
in order to learn about their distributions.
Reinforced learning
Unlike supervised learning, which uses labeled data, reinforced learning
algorithms just use training data to determine whether or not they are correct.
They learn "good" behavior by interacting with their environment iteratively.
They train using supervised learning principles, but instead of having a large
volume of labeled data, the model must “interact” with the environment,
which results in a positive reward or negative penalty. This feedback
reinforces the model's behavior, providing it the name. Exploration and
exploitation are phrases used frequently in reinforcement learning algorithms
to refer to performing action that produces the largest potential reward
exploitation and doing action that has not been conducted before exploration.
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2.8.1 Machine Learning Classification Algorithms

When it comes to pattern recognition systems, classification is crucial
in determining which form belongs to which class. Classification's main goal
IS to assign instances (forms) to unknown pre-defined classes based on their
descriptions as parameters. Crossover was used in the classification process.
One partition is utilized for testing and K-1 partition is used for training in
each iteration. There are a variety of machine learning classification and
prediction algorithms as show in figure (2.5), and this section will cover a
few of them in detail.
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Figure (2.5): Various divisions of ML algorithms according to learning

techniques, with examples. [47]
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. Naive Bayes (NB): The Naive Bayesian classifier is a simple probabilistic
classifier that creates a set of probabilities by computing the frequency and
collections of values in a given data set. The naive Bayes (NB) supervised
classifier is a probabilistic model that uses the joint probabilities of terms
and categories to estimate the probabilities of categories The naive Bayes
learner combines Bayesian reasoning with the assumption that the
measurable features are independent. It estimates the class probability and
the conditional probability distribution of a class given the feature values
using standard probability distribution methods to learn relative frequencies
of different classes and feature values in the training data [48].

The beauty of the nave Bayes strategy is that it separates the estimation
of one feature distribution from the estimation of others. Bayesian classifiers
assign the most likely class to a given example defined by its feature vector
and have been shown to be effective in a variety of applications, including
text classification, medical diagnosis, and system performance management.
The following is how the Nave Bayesian works: Given C ,, classes and each
one of these classes has its own probability P (C ) evaluated from the
training dataset and show the prior probability of classifying an attribute V;
into C .. For attribute value, V;, so the classification utilized is to find this

probability is illustrated in the equation bellow:

) (2.10)

The purpose of image classification is to determine the best class for the
image. As demonstrated in equation (2.10), the Naive Bayes classifier
predicts the class with the highest posterior probability [49]. The procedure
detailed in the algorithm (2.4).
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Algorithm (2.4): Naive Bays (NB)
Input: Read the data set (Feature Vectors)

Output: the accuracy of NB (evaluation matrices)
BEGIN

1 Split the data set into two parts: training and research.

2 P(C;) = For every class in the training set, calculate frequency and
probability.

3 P(F;) = Using classlable, calculate frequency and likelihood for every

feature in the entire dataset.

For every Fi in the Feature Set

BF;= get the probability value for a feature from the training set (F;)

BF; (C) = calculate the probability (C)

Apply equation (2.10)

Next F;

© 00 N o o1 b~

Class = class that has the maximal posterior probabilities..
10 Return evaluation matrices
END

2- K_Nearest Neighbour: KNN it’s a supervised learning algorithm and is
considered one of the most common instance-based learning approaches in
pattern recognition. Due to the lack of a training phase, K-NN is a lazy
learner that performs well when all of the data has the same scale. The KNN's
ease of use has made it one of the most popular tools for classification in a
number of applications. When classifying a sample Si, for example, the
algorithm searches feature space for the K nearest neighbors using feature
vectors and a given distance. The algorithm then votes on those neighbors

based on their labels. The sample of the object will be classified into a group
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with the most neighbors that have the same label. [50]. The K-NN method

has used a variety of distance metrics, the best of which are:

Euidean  D(p,q) = [T, ((ri—a)?  (211)
k

Manhattan D(p,q) = Z lpi —q; | (2.12)
i=1

Which (p,q) vectors space with fixed with Cartesian coordinate

system. The Algorithm (2.5) show the steps of KNN classifier.

Algorithm (2.5): K-Nearest Neighbour KNN

Input: initialize the (K), Feature Vectors
Output: the accuracy of the KNN (evaluation matrices)
BEGIN

1 Chose K nearest-neighbour sample.

2 Using the training set Equation (2.11), calculate the distance between
each sample in the testing set.

3 Based on the distance, choose the K samples that are nearest.

4 Calculate the maximum number of samples based on their class.

5 Determine class label.

6 Return evaluation matrices

END

3- Random Forest: RF is a supervised ensemble learning method for
classification that is fairly easy. A forest is built by assembling several trees
for prediction and decision-making. For dividing a node in the forest, the
best of the random subsets of features is chosen. This algorithm creates a
large number of decision trees that work together. [51] In this method,

decision trees serve as pillars. The term "random forest" refers to a collection
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of decision trees whose nodes are defined during the pre-processing stage.
The best feature is chosen from a random selection of features after
numerous trees have been constructed.

Another notion that is produced utilizing a decision tree technique is
to generate a decision tree. As a result, a random forest is made up of these
trees that are used to classify new objects based on the input vectors. Each
decision tree constructed is used to classify data. If we assign tree votes to
that class, the random forest will select the classification with the most votes
from all the trees in the forest. There are numerous advantages to adopting
the Random Forest algorithm, including the following: (1) It can be used for
classification as well as regression tasks, (2) can deal with missing values,
and (3) it can handle large data with high dimensionality.[52] The main idea
behind this algorithm is illustrate in Figure(2.6):

X dataset
N, features N, features N, features N, features
o o e e
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Figure 2.6: Random Forest's Main Idea [53]

The Algorithm (2.6) show the steps of RF classifier.
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Algorithm (2.6): Random Forest RF

Input: Feature Vectors

Output: the accuracy of the RF (evaluation matrices)

BEGIN

1 (k) Randomly selected features from a total of (m) features. K<m

2 Using the best-split point, compute the node (d) among (k) features.

3 Using the best-split, split the node into daughter forms.

4 Repeat steps 1-3 until (1) the number of nodes reaches .

5 Create a forest by repeating steps 1-4 for a (n) number of times,
resulting in a (n) number of trees.

6 Determine the class label.

7 Return evaluation matrices

END

4- Support Vector Machine (SVM): is a supervised machine learning method
that uses a set of training examples, each of which is labeled as belonging to
one of several classes, to try to build a model that can predict the class of a
new example. SVM is frequently used to classify patterns. This means that
the method is mostly used to classify different sorts of patterns. Linear and
non-linear patterns are the two types of patterns that exist in general. Patterns
that are easily distinguishable are known as linear patterns. In other words,
patterns can be divided simply into low dimensions. Non_linear patterns, in
contrast to linear patterns, are patterns that are difficult to distinguish or
separate, necessitating additional manipulations to separate them [54]. In the
SVM classifier, each data item is plotting as a point in (n-dimensional) space,
with random hyper-plans defined. The primary concept of the SVM classifier
is to find the best hyper-plane (a linear decision surface which divides space
into two regions) for classifying linearly separable patterns [55]. The space
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of SVM is made up of (two) different patterns, and the purpose of the (SVM)

IS to separate them as illustrate in Figure (2.7).

T @® class A sample
Optimal N ® [ class B sample
Hyperplane
W.X+b=0 ®
~
\\\\
\\ ®
.- & Support Vector
[} ~
a
- SOHs
= .
H> Hyperplane

Figure 2.7: Space representation in SVM.[55]

The SVM model typically consists of four lines. The chosen hyper-plane is
represented by the first line (w.x+b=0), The second line is referred to as the
separation margin or marginal line. The limiting hyper-planes (w.x + b = 1)
and (w.x + b = -1) are the two other lines on either side of the marginal line.
These lines come together to generate the best hyper-plane for separating the
provided patterns and patterns on the hyper-boundary, planes known as
support vectors. The vertical distance between the marginal line and the
hyper-boundary is the margin. plane's One of the SVM's purposes for
accurate classification is to maximize the margin of the training data, which
Is one of the SVM's goals [56]. The data points must be stated as given in the
Equations to achieve the "maximum-margin hyper-plane" that is found in the
(middle) between the two patterns:

If (w.x; +b>1) Then (Y;=+1) (2.13)
If (w.x; +b<1) Then (Y;=-1) (2.14)
If (w.x;+b=0) Then (¥;=0) (2.15)

Where X is a point vector, w is the weight of the margin vector, and b is the

bias. The data is labeled with one of two labels that correspond to the two
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classes: +1 (positive patterns) or -1 (negative patterns). Equation (2.13)
should continually be larger than zero in order to separate the data. SVM
chooses the hyper-plane with the largest distance among all potential hyper-
planes. If the chosen hyper-plane is placed as far away from data as possible.
As shown in Figure (2.8), this hyper-plane maximizes the margin and

separates the lines between the closest points on the convex hulls of the two

patterns.
Margin
Support vectors
X, | X w
o : Ve
N ‘\ : Decision boundary \
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N : \?- B + wix=0 ; \\gvt; + +
> \ + R o
M SR ° @\& —
© t\ \\ ' “negative” ™\ + : positive
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Oo: ) > wix=-1 00 \°, > wix=1
G e 3 SVM: X
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Figure 2.8: hyperplane with greatest margin, Hyperplane representation
(left), hyperplane set (right) [57]

The distance within these two hyperplanes is (2 / ||w||) in mathematics. As
demonstrated in Equation (2.16), ||w|| should be minimized beside the
condition that not data points exist between margins to maximize the
distance between the planes.

Minimize ||w|| = -7, w? Subjectto: ¥; (w.x; + b) >= 1 (2.16)

Where (i=1 to n) total number of patterns in the dataset.

Algorithm (2.7): SVM

Input: Feature Vectors

Output: the accuracy of the SVM (evaluation matrices)
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BEGIN
1 Create an SVM space (S) that has a set of Feature Vectors for all facial images
In training set, every of which is representing as a point.
3 In(S), create a random set of hype-planes and choose optimal one as:
e Choose two limiting hyperplanes for each hyperplane that split the
set of vectors of features with none points in between, as determined
in equations (2.14) and (2.15).
e Minimize the width of the hyperplanes as described in
equation (2.17). to get the maximum distance between the two
limiting hyperplanes.
e Place the resulting hyperplane (H) as optimal one.
4 Classify set of Features in the (S) used (H) Optimal as:
e Calculate whether the Features vector is above or below the the (H)
Optimal.
e |f the return value of the (H) Optimal equation is greater than 0, the
point is above the (H) Optimal and belongs to the specific class.
e If the return value of the (H) Optimal equation is less than 0, the
point is below the (H) Optimal and belongs to the other class
5 Return evaluation matrices
END

5- Neural Networks (NNs): The standard NN consists of multiple simple,
connected processors known as neurons, each of which generates a set of
real-value activation types. The input neurons are activated by sensors that
detect changes in the environment, while the other neurons are stimulated by
weighted connections from previously active neurons. Through trigger

actions, any neurons would be able to influence the environment. Finding
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the weights that make NN to present desired actions, as driving a car, is the
focus of credit assignment or learning. NN is capable of completing many
classifications and/or regression tasks simultaneously, despite the fact that
each network normally only performs one [58].

The ANN is based on three basic factors: the network's architecture,
unit input, and activation functions, and the weight of each input connection.
Given that the first two factors are fixed, the ANN's behaviour has been
described using the current weight values. The weight values of a network
that needs to be trained are set to arbitrary values at first, and then training
set instances are frequently exposed to this network. The input values for
each instance have been assigned to input units, and the network output is
compared to the instance's required output. Following that, each weight
value in the network is slightly updated in the direction of bringing the
network output values closer to desire output values [59]. Neural networks
typically contain three fundamental layers, each of which is made up of
nodes. A node is just a place where computation takes place, as seen in figure
(2.9), which depicts each node's diagram. The input, hidden layer, and output

layer are the three main layers of a neural network.

Inputs  Weights Net input Activation
function function

output

®

Figure (2.9): Block diagram of the (NN) nodes [60]

Figure (2.10) shows an ANN architecture example with different layers,
weights, and different types of activation functions that can be applied to the

weighted sum.



Chapter Two Theoretical Background

———— - ——

Input ’ s

- 1
Data | [
) I
) s— 1
) ]
) 1
= ) )
) ) ]
X } [ .
" i [ / .
9 \ W; X 1 : y B
= y ' : Lo
X y=3 B Lines 1
= ! !
T ) '
! !
Bias ! '
a ! - i
g, } Go !
: ! ]
\ ’
S ’
R D -
\ Hidden Layer(s)
Input
Layer J
Output

Layer

X
. N\ .
- / " : T p
f / \ y "
/ X Qe

¥

A\

Figure (2.10): ANN architecture example [47]

2.8.2 Deep Learning (DL) in Neural Networks
DL comprises a wide variety of machine learning architectures and
methodologies, with are characterized by the usage of multiple layers from
nonlinear information processing steps that hierarchical in nature. Most
architectures might be classified into three collections based on (how) the
methodologies and architectures were suggested to be employed. [61] The

architecture types are illustrated in Figure (2.11).
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Figure (2.11): Types of DL Architecture [61]

1) Generative architectures: Because data labels are not taken into
consideration in this strategy, Unsupervised feature learning models are
generative architecture-based deep learning models. The basic notion in
generative deep learning architectures is supervised learning and
unsupervised pretraining. This form of architecture evolved when there was
little data to train a complicated network. Without relying on the other
layers, these models learn the lowest level of input and provide the
necessary solutions.

2) Discriminative architectures: As a shallow architecture, they are
extensively used in information and signal processing, alongside Hidden
Markov Models and Conditional Random Fields. Deep structures with
conditional random fields have recently been constructed, in which the
output of each lower layer of random field is stacked with the original input
data on the higher layer. Discriminative architectures are widely used in
language processing and recognition applications, and they have generated
plenty of research papers on the subject.

3) Hybrid architectures: Both generating and discriminative processes are
included in hybrid systems. In most hybrid architectures, generative and
discriminative components are used to arrive at the final solution.
Initialization issues are reduced since generative models are used to handle
nonlinear parametric challenges. Furthermore, generative models provide

regularized control characteristics, reducing the system's complexity.
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Hybrid deep architectures, in which the goal is discrimination but the results
of generative structures are aided (typically significantly) by greater better
optimization or/and regularization.

The neural network community came to the conclusion in the early
1990s that training multi-layered networks with backpropagation, or really
any gradient following algorithm, was nearly impossible, and that solutions
obtained with deeper neural networks starting from random initialization
performed worse than networks with (1) or (2) hidden layers. Weights in
multi-layer networks tend to decline to zero or increase without bound, and
the networks have a large ratio of saddle points to local minima, as proven.
The phrase "deep learning" refers to "stacked neural networks," or networks
with multiple layers, which is the primary distinction between the original
neural network and the one utilized in deep learning (as depicted in
Figure (2.12)). Deep learning algorithms have provided useful tools for
dealing with big data analysis because of their capacity to handle large
amounts of unlabeled data. [58] The conventional neural network is one of

the most important types of neural networks used in deep learning.

Input layer
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Figure (2.12): layers of deep neural network [58]
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2.9 Convolutional Neural Network (CNN)

CNNs are a kind of discriminative architecture that has shown to be
effective at processing 2-D data beside a grid-like topology, such as videos
and images. Deep 2-D Convolutional NNs with millions of parameters and
multiple hidden layers are capable of learning complex patterns and objects,
allowing them to be trained on a large visual database with ground-truth
labels. Such distinctive capability has made them the key tool for a number
of 2-D signal engineering applications such as video frames and images with
appropriate training. The discovery from a visual mechanism, visual cortex
inside the human brain, which includes multiple cells, responsible for the
detection of light in smaller, overlapping sub-areas of the visual range
referred to as (receptive) fields, inspired the CNN design. These cells serve
as local filters across input space, with larger receptive fields in the higher

complexity cells. [62]
2.9.1 The Architecture of CNN

CNN is a multi-layer NN that consists of two distinct layer types:
convolutional layers (i.e. c-layers) and sub-sampling layers (i.e. s-layers) that
are alternately connected and constitute the middle net part as illustrated in
Figure (2.13). In general, in the state when each neuron's input is connected
to the prior layer's local receptive range, the c_layers have been used to
extract the features. After obtaining each local feature, the relationship
between their positions may be determined.

The s-layer is essentially a feature mapping layer. Those layers
combine their weight values to form a plane. The pooling process, which has
also been referred to as down-sampling or sub-sampling, has been presented

for reducing the total size of the signal. In fact, sub-sampling has been
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successfully used to reduce the size of data in audio compression. Down-
sampling was also used in a 2D filter to increase the invariance to the
positions. A function of pooling is used to replace the network output at a
given location, and the max-pooling strategy has been demonstrated through

the summary of neighboring output statistics.

The usage of max-pooling allows to get the most output in the
rectangle area around you. The pooling process may also result in a
representation that is invariant to input translations. The insertion of a max-
pooling layer between convolution layers currently results in an increase in
spatial abstractness as the abstractness of the features increases. In
convolutional NNs, rather than establishing parameters like in traditional
NNs, all that is required is to train filters. Furthermore, the CNNSs are not
reliant on human intervention or prior knowledge for feature extraction [63].
Computer vision, speech recognition, Object recognition, image
classification, face detection, behaviour recognition and handwriting

recognitions are just a few of the applications where CNNs are used.

' Low Lever Features Detector e.g. Edge , Corner etc

Shape Detector I Object Detector l

Input Image

Convolution Convolution
+ Max Pooling + Max Pooling
Non Linearity ( ReLU) Non Linearity ( ReLU)

Muitiple Convolution + Pooling Layers Fully Connected Layers SOFTMAX

Figure (2.13): Architecture of CNN [63]
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The activation function works as a mathematically “gate” among the
current neuron's input and output, which is given to next layer. A simple step
function that toggles neuron output based on a rule or threshold could suffice.
It could also be a transition that changes the neural network's input signals
into the output signals it requires to function. In neural networks, non-linear
activation functions are increasingly being employed to allow the network to
learn complex data, compute and learn nearly any function representing a
question, and generate accurate predictions. Sigmoid / Logistic, Tan, ReLU,
Parametric ReLU, Leaky RelLU, Softmax, and Swish are examples of

nonlinear activation functions.
2.9.2 The CNN Advantages

Because of the advantages it brings, CNN has recently piqued the
interest of many academics, particularly in the field of image processing. The

following are some of the advantages: [64]

Ruggedness to shift and distortion: The CNN-based identification is
resistant to distortions as changes in shape caused by the variable lighting
conditions, camera lens, partial occlusions, horizontal and vertical shifts,
different poses, and so on.

Low Memory Requirements: Fully connected layers can theoretically be
used to extract all of the features. For example, if a picture of size 32x32 has
1000 hidden features, then 106 coefficients order is required, using a
considerable amount of memory. However, in the convolutional layer, these
coefficients will be employed in various locations across space, resulting in
a significant reduction in memory use.

Better Training: The number of parameters in CNN is considerably

reduced. As a result, when compared to traditional neural networks, CNN
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takes less time. Furthermore, if a neural network is created to be similar to
CNN, the normal neural network may have more noise during training

because it has more parameters than the CNN, and its performance is lower.

2.10 Performance Measures

Several metrics have been used in the system and are designed for
evaluating system performance [65].
Precision: indicates the number of true positives divided via number of true
positive states, as well as number of false positives, which are instances that
the model accurately identifies as positive but are in fact negative, such as
individuals classified as terrorists but who are not. The ratio of (true positive)
to total predictions is known as precision. This can be mathematically

expressed as

. . TP
Precision=
TP+FP

(2.17)

TP: True Positives

FP: False Positives

Recall: The ability to locate every relevant example in a dataset; precision
describes the percentage of data points that this model claims are relevant
that are actually relevant. The ratio of the number of correct predictions and

all correct observation in the sample space. Mathematically:

Recall = —F 218
At =TP+FN (2.18)

TP: True Positives
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FN: False Negatives

3) F-measure or F1-score (F1) : Is the weighted harmonic mean of precision
and recall. When the dataset is unbalanced, this evaluation metric is normally
used. F-measure it is used to evaluate the model's performance when the
class distribution is unbalanced. On a more serious note, the greater the F-

measure, the better the results. Mathematically:

1 precision * recall
Fi=— T = 2% — (2.19)
precision + recall

recall = precision

4) Accuracy: The ratio of the (correct predictions) to the total observations is
known as accuracy. For the two-class problem, the accuracy of a model is
deemed best if and only if we have a symmetric dataset in which the values
of FP and FN are almost equal. In many and imbalanced data sets, accuracy
IS not the best option; therefore, other evaluation measures, such as the F1-

score, may be evaluated. Mathematically:

TP+TN
TP+TN+FP+FN

Accuracy = (2.20)

TP: True Positives

FN: False Negatives

2.11 K-fold Cross-validation

It is a resampling approach used to evaluate machine learning models
on a small set of data. That is, a small sample size is used to test how the
model would perform in general when used to make predictions on data that
was not used during training. The algorithm has only one parameter, k, which

determines how many groups a given data sample should be divided into. As
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a result, k-fold cross-validation is a common name for the procedure. When
an exact number for Kk is stated, it can be used as the model's reference value,
such as k=10 for 10-fold cross-validation [66]. It's an useful method since it's
easy and provides a less biased or optimistic evaluation of model capability

than other methods, as a basic train/test split. Algorithm (2.8):

Algorithm (2.8): K_Fold cross validation

Input : data set, value (k)

Output: split data to training dataset, testing dataset

Begin :
1 Shuffle the dataset in a random order..
2  Divide the dataset into k groups.
3 For each distinct group:
v Select the group being a holdout or test dataset.
v Select the remaining groups being a training data set.

v Fit a model upon the training set and estimate it upon the
test set.
v Keep the evaluation score but discard out the model.
4 Summarized the model's skill using model evaluation scores
End
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Chapter Three

The Proposed System Design

3.1 Introduction

The proposed system for person face recognition under disguise and
makeup methods and all followed processes are described in this chapter. A
comprehensive description of all the steps that were used in the proposed
recognition scheme, including the algorithms, a description of each step, and

its aid in achieving the thesis's goal will be presented.
3.2 Proposed System Design

Human recognition based on facial pictures has recently gained a lot
of attention and is becoming increasingly relevant in people's social lives.
The design of every system is critical because it demonstrates how the
system works and explains the exact steps and processes that will be

followed to achieve the desired result.

The proposed recognition system classifies people based on their facial
images, which are significant and well-known biometric traits. Figure 3.1
explains a block diagram of the recognition system that describes the phases
of the proposed recognition system implementation for recognizing people
based on its input facial images. Figure 3.2 shows the classifiers building

steps.
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3.3 Proposed Methodology

The proposed methodology involves four main parts, as follows:
Preparing Dataset, Preprocessing, Features Extraction, and Classification
and identification. The first part, which is the Preparing Dataset, which
includes the process of collecting and organizing data and creating training
and testing sets. The second part is data pre-processing. It includes all data
processing before starting the testing process and training. Includes Image
Enhancement (Employ the Histogram equalization technique when the
digital face images suffer from either have a lower contrast value like as a
lack of illumination or a non-formal distribution of image illumination,
therefore, the input gray image contrast will be enhanced by the usage of the
cumulative histogram equalization method). As well as resizing face images
(facial images are resized of various dimensions pixel are decreased to a

smaller size of (30x30 pixels) applying bilinear interpolation approach).

The third part is extracting images features from a facial image are
obtained by used Linear Discriminant Analysis (LDA) which represents
images as a vector of features. LDA looks for the best vectors that
discriminating among classes in the underlying space. LDA groups images
belonging to the same class together and separates images belonging to

different classes.

The fourth part in this thesis is classification. Its methods are used in
two stages (1- four machine learning classifiers and pre-trained model
(AlexNet), 2- one proposed deep learning classifier). In terms of machine
learning, the extracted features will be fed into a variety of machine learning
algorithms in order to generate predictions and pick the best one.
Experiments on Navie Bays (NB) call algorithm (2.4), K-nearest Neighbor
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(KNN) call algorithm (2.5), Random Forest (RF) call algorithm (2.6), and
Support Vector Machine (SVM) call algorithm (2.7). To construct a
classifier model (trained) and obtain the best precision was used K-fold
cross-validation (call algorithm (2.8)). The database will be split into (k) sets;
this thesis used, k=10, dividing the database into (10) equivalent sets. The
model uses 9 (k-1) sets as the training set and (1 set) as the testing set for

each of the ten folds.

The second stage in classification is by using the proposed hyper-
deep learning classifier Model. This model is trained to recognize face
images for a specific face group. This model is described in detail in the
following sections. The final part is the identification Model. This model
performs the matching between the vectors obtained from the proposed
classification Model with the actual vector image obtained from the Features
extraction Method. Generally, this model decides and recognizes the class
and face of the image. The overall system structure was illustrated in the

Figure 3.1.
3.4 Classification based on the hybrid deep learning

Convolutional neural networks are one of the most common forms of
neural networks used to perform image recognition. The hybrid CNN
receives an input image, processes it, and then it classifies using a specific
denomination. Each image that input will be processed through a sequence
of convolution layers including filters (Kernels), pooling, Dense layers and
fully connected layers (FC) in order to classifed an object with probabilistic
values ranging from 0 to 1. The CNNs work in the similarly way whether
they hold one, two, or three dimensions. Structure of the data that is inputted,

as well as how this filter known as (convolution kernel) or (feature detector)
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flows within the data, demonstrate the differences in processing. In this
thesis, the hybrid-deep learning classification technique is employed for
more features learning capability. The obtained hybrid deep learning layers
and parameters are one-dimensional and will be described and explained as

follows:

1. Convolution layer 1D: Its Modified version from 2D Convolutional
Neural Networks named 1D, that developed recently. The benefit of
1D CNN:s is that they have a low computational requirement, and since
they only have 1D convolutions, they are easy to configure, have a
compact shape, and need low-cost hardware. To generate a tensor of
outputs, the 1D conv layer obtains a convolution kernel that travels
across just a single spatial dimension.

2. Max Pooling: Pooling layer is the new layer that is added after the
convolutional layer, and it is added after the convolutional layer has
performed nonlinearity on the feature maps it has obtained. Maximum
output can be achieved by using the Max Pooling method. The
representation can also be done invariant to the input translations
utilizing the pooling technique. By placing a (max-pooling) layer
between the convolutional layers, spatial abstractness rises in tandem
with feature abstractness, and the highest value for each patch in the
feature map is computed. For 1-dimensional temporal data, the
maxpooling approach minimizes the representation of input data by
achieving the highest value through a window known as pool-size.
Each window is shifted by a (strides).

3. Dense layer: It is the most widely used and obtained layer, and also a
connected neural network layer in deep learning. In general, the Dense

layer performs the operations described above on the data inputted,



Chapter Three The Proposed System Design

and the shape of the Dense layer's output is influenced by a community
of neuron/units inserted in the Dense layer.

4. Activation Function (ReLU) : The activation functions are simply a
mathematical equation that determines the output of a neural
network. This role is related to each neuron in a network and
determines if it needs to be activated (fired) or not, based on whether
the feedback of each neuron is relevant to the model's prediction. It's
also assists to normalize each neuron's output to a value between 1
and O, or even -1 and 1.

Rectified Linear Activation Function (ReLU): It is a form of non-
linear activation feature that can be attained in multi-layer or deep
neural networks. This function is expressed as:

fo={y 330

Due to the ReLU derivative, which has a value of 1 for positive input,
the ReL.U function can make deep neural networks training faster than
general activation functions.

5. Softmax Function : The softmax function converts real-valued
numbers so that their sum equals 1 in a given vector. The softmax
converts the input values, which can be negative, positive, zero, or
larger than one, to values between(0 and 1), permitting them to be
interpreted as probabilities. The softmax converts a small or negative
input into a small probability, and a large input into a large probability,
but it still stays between 0 and 1. Because several multilayer neural
networks end in a penultimate layer that outputs realvalued scores that
are not easily scaled and can be difficult to work with, it is usually
applied to the performance of the very last layer. The softmax is

particularly useful in this situation because it converts the scores to a
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normalized probability distribution that can be presented to users or
used as feedback to other systems. Consequently, it's common to
append a softmax feature as the neural network the last layer, which

can be formulated as:

N= classes.

z = input vector.
o(z);= class probability of that product.

6. Stride : It is a filter parameter in an NN that controls the number of
movements through an image or video. This filter can shift one pixel
(or unit) on a time if the stride =1. Since the size of the filter holds an
effect upon encoded output length, the stride is often fixed to a whole
number rather than a fraction or decimal.

7. Padding: itis a concept used in convolutional neural networks to
define the number of pixels that added to an image as it processed by
the CNN kernel. If the padding is set to zero, for example, all pixel
values added will be zero. If the padding (zero) option is set to one, a
one-pixel border with a pixel value of zero will be added to the image.
Padding functions by enlarging the processing region of the
convolutional neural network. The kernel is a neural network filter that
scans each pixel in an image and transmits the data into a smaller or
larger format. Padding is implemented to the image frame to aid the
kernel is processing the image by providing more room for the kernel
to cover the image. Adding padding to a CNN-processed image allows

for more accurate image analysis.
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8. Flatten : Takes the previous layers' output and "flattens" it into a

single vector that can be used as an input for the next phase.

The classification steps of the proposed model are illustrating in algorithm
(3.1) as follows:

Algorithm (3.1): Implement the proposed 1-D CNN classification
model’s main steps

Input: feature vector for face image, Epochs, learning rats.
Output: 1-D Model
BEGIN

1. | train «Train (1-D hybrid deep learning model, training set)
1.1 Initialize the weights at random values.
1.2 Take the input from training data and pass it through the proposed
model layers figure (3.3).
1.3 Calculate the output’s error according the equation
Error=1/2 (actual-predicted)?
1.4 Update the weights according to Adam optimizer.
1.5 Perform steps 1.2-1.4 to overall training set for each epoch
1.6 Repeat steps 1.2-1.5 until the error decreased to acceptable
tolerance.
2. Finish training when reached acceptable performance.
3. Saved proposed model and weights for predications.
END
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The proposed hybrid deep learning model (that we called DMFace-net)

will be described in detail and illustrated in figure (3.3), which will display

the (12) layers that make up the model:

1) Four convolutional layers (conv 1D) for Feature Extraction.

2) Four MaxPooling 1D layers.

3) Two Features Collecting layers represented by the (Dense).

4) One Flattens layer.

5) One Fully Connected layer represented by the (Dense).
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The whole system stages of the proposed system are explaining in
Algorithm 3.2 as follows:

Algorithm (3.2): The overall proposed methodology algorithm

Input: Face image

Output: Decision of identification

BEGIN
Step1l: preparing data (face dataset).
- splitting Face image Dataset into :
Training Dataset (training set), Test Dataset (testing set)
- Return (training set, testing set).
Step2: Call pre-processing algorithm.
- Enhance face image (call algorithm 2.1).
- Resize the face image (call algorithm 2.2).
Step3: Call Feature extraction algorithm.
Call algorithm (2.3).
Step4: Construct proposed model 1-D using (training set)

- call algorithm (3.1)

Step5 : Evaluate proposed model and saved it and weights for

Predication.

Step6 : Select query face image from the testing set (Unseen data)
- Perform step 2, step3 in query face image.
- Use saved proposed model for predictation.

Return decision // (" class number " and " matched image face ")

END
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The proposed hybrid deep learning model (DMFace-net) for facial
image recognition are listed in the table (3.1), which includes extensive

details on each layer of the classification algorithm.

Layer Type Filters | Stride Ke-rnel Activa.tion Parameters
size function
1 Conv.1D 16 1 3 RelU 04
2 MaxpoolinglD - 1 1 - -
3 Conv.1D 32 1 3 RelU 1568
4 Maxpooling1D - 1 1 - -
5 Conv.1D 32 1 3 RelU 3104
6 MaxpoolinglD - 1 1 - -
7 Conv.1D 64 1 3 RelU 6208
8 MaxpoolinglD - 1 1 - -
9 Dense 64 - - RelU 4160
10 Dense 128 - - RelU 8320
11 Flatten - - - - -
12 Fully connected - - 410 Softmax 21044890

Table (3-1): The details of the proposed model (DMFace-net)

In addition to the previous table that describes the details, the information
about the attained hybrid deep learning: the total number of the parameters
IS 21,068,314, the batch size is equal to 64, number of the epoch is 100 each
epoch includes 32 steps, Categorical Cross-Entropy loss function, and also
adopts the Adam optimization algorithm with a learning rate of 0.0001.
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Chapter Four

The Experimental Results and Evaluation

4.1 Introduction

The experimental results obtained from the proposed system
procedures implementation on facial images are presented and discussed in
this chapter. This chapter will include the algorithms and procedures shown
in chapter three that are focused on facial image implementation data. First
and foremost, an overview of the environment in which the system is
implemented is presented, including all of the programming languages and
platforms used. Next, the findings of each step of the proposed face
recognition system will be presented and addressed to demonstrate the

system's effectiveness.
4.2 Description of the Proposed System Implementation Environment

The implementation environment description is significant in
evaluating the proposed system behaviour and performance and the way it
works. The implementation of the proposed model will be discussed in this
section, along with its maps. The following programming languages were

used to implement the proposed system function:

» Python the version 3.6 under IDLE.

> New java 8 under the NETBEANS IDE the version 8.2.

» Everything in proposed system procedures are performed on a
LENOVO laptop with Intel(R) Core(TM) i7-7700HQ with 16 GB
RAM size and the screen card is NVIDIA GEFORCE GTX 6 GB,
250 GB SSD, and 64 bit Operating System is windows 10.
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4.3 Facial Image Dataset

This section will described the Disguise and makeup database (DMFD)
that was used in this study for personal identification and verification
dependent on his or her face. The Dataset from (Hong Kong Polytechnic
University) coming with cropped face images that created in 2016 [67][68].
The dataset is composed of (2460) images of (410) different persons and
each one has a different number of sample images ( between two at least and
six images at most) . The majority of the images are from celebrities (are
movie/TV stars, politicians, or athletes). For all of the subjects, the first
picture is a frontal shot with no disguise or minimal makeup. There's at least
one to two clean (no disguises or makeups, pure face) face images in each
subject, and the rest of the images have different disguises like as glasses,
beards, hairstyles, and other facial accessories. The images that acquisition
on real environments as shown in figure 4-1. The main challenge in DMFD
dataset is matching face images captured in a real world environment with
many covariates such as pose, occlusion, distance and illumination. As a
result, using this database to test the efficiency of face recognition algorithms
for close-range face images with disguise and/or make-up as a primary

covariate is extremely difficult [68].
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Figure (4.1): illustrates an example of modifications in the appearance

of a person by using different faces disguises and makeup

4.4 Implementation results of the proposed system phases

A detailed explanation of the recognition mechanism based on a
person's facial images is outline in this section of the thesis. A number of
measures will be described and implemented, as well as a detailed overview
of each step of the system's operation, including the pre-processing phase,
feature, and classification using four machine-learning algorithms, pre-traind

model (AlexNet), and proposed a hybrid deep learning model (that we called

68
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DMFace-net). The face images that inserted into the proposed system shown

in Figure 4.2.

Figure (4.2): DMFD Facial Images Examples
4.4.1 Results of the Pre-processing Phase of Facial Images

The proposed recognition system's first step is the pre-processing of
facial images. Pre-processing is significant, since the images will be
processed in several stages, each of which will result in a different image and

have a different effect on the image. Pre-processing is a set of steps that gives

[ 69
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us a precise result, a perfect facial image to work with in feature extraction
and classification. The pre-processing step divided into two parts (Histogram
Equalization and Resizing). Because of it’s the simple function and efficacy,
histogram equalization commonly used for contrast enhancement in a
number of applications. In this thesis, the histogram equalization applied to
the facial images to increase contrast and make the image information more
visible, which will aid in the feature extraction process. After applying

histogram equalization, the resulted facial images shown in Figure (4.3).

Histogram of an Original image

Histogram of Histogram Equalization Image

6000

2000 |

0 50 100 150 200 250
(b)

Figure (4.3): Example of an image (a) before/ (b) after applying histogram

equalization with its histogram
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4.4.2 Results of the Feature Extraction Process

The next step in this thesis is feature extraction. The resulting facial
image after pre-processing is the input in this thesis. The extraction of
features is done using LDA. The following is a description of the results

obtained by using the feature extraction algorithm, as shown in figures (4.4).
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Figure (4.4): Samples of resulted features extracted using LDA
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4.4.3 Results and measurements from the classification Based
on NB, KNN, RF and SVM

The classification is a key feature of the system presented in this

thesis, and four machine learning algorithms were used to train and evaluate
the features, with the results compared to those obtained using the hybrid
deep learning model (DMFace-net). The results of applying NB, KNN, RF

and SVM machine learning algorithms for classifying the features obtained
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from the previously mentioned feature extraction algorithms, described in
this section of the thesis. Table (4.1) will show the result of implemented
NB, KNN, RF and SVM with LDA.

Table (4.1): The experimental results of implemented the four machine
learning algorithms with LDA.

Methods Precision Recall F-measure
Nailve Bayes + LDA |74.24 66.52 65.69
KNN + LDA 80.97 51.17 59.59
RF + LDA 85.97 84.69 84.17
SVM + LDA 97.95 96.56 96.84

4.4.4 Results and measurements from the classification Based
on pre-trained model AlexNet and proposed hybrid deep

learning

In comparison to traditional approaches that existed before AlexNet,
this architecture that created in 2012 that developed to Neural Network as
deep as “CNN”, is the first deep network that successfully classified specific
objects in the (ImageNet) dataset. There are five (conv) layers, three fully
connected layers and they use Relu activation in each of these layers except
the output layer in this model. They also used the dropout layers.

When using the LDA with the pre-trained model AlexNet and the
proposed hybrid deep learning model the following general results obtained,

as shown in table (4.2).
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Table (4.2): The experimental results of implemented the AlexNet and
proposed hybrid deep learning model with LDA.

Methods Precision % Recall % F-measure %
LDA+ AlexNet 70 65 63
LDA+ DMFace-net 99 98 98

4.5 Comparison Results Charts

In this part, three comparisons have been made among main performance

Metrics precision, recall and F-measure, which have been used in the system.
4.5.1 Precision Measurements

It determines the percentage of how accurate the classifier is in its correct
predictions.

7

Precision %
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Figure (4.5): Precision of implemented NB, KNN, RF, SVM, AlexNet and
Proposed DMFace-net with LDA
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This charts show that the best result for precision obtained when applying
the LDA with the proposed algorithm is 99 %.

4.5.2 Recall Measurement

It calculates the data that we expected to be correct from among all the data

that we expected to be correct.
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Figure (4.6): Recall of implemented NB, KNN, RF, SVM, AlexNet and
Proposed DMFace-net with LDA

This charts show that the best result for recall obtained when applying the
LDA with the proposed algorithm is 98 %.

4.5.3 F-measure Measurement

It is the full result of the efficiency and accuracy of the model.
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Figure (4.7): F-Measure of implemented NB, KNN, RF, SVM, AlexNet
and Proposed DMFace-net with LDA

This charts show that the best result for F-Measure obtained when applying
the LDA with the proposed algorithm is 98 %.

4.6 Face recognition System Implementation

A graphical interface is designed to display the resulted images and
class number to which the entered image belongs obtained after applying
each procedure of the proposed recognition system as shown in figure (4.8),
which illustrate the proposed facial recognition system's main
interface."Choose File" to select the test image. "Upload" button to load test

image and show it. "Predict™ button to running the proposed system.
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Face Recognition under Disguise and Makeup

Project By: Farah Jawad
Supervised by: Dr.All mohsin

Match found as Label : a (311)

Uploaded Test image Matched Face

Image o

Select the test image
‘Choose File No file chosen

(a)
Face Recognition under Disguise and Makeup
Project By: Farah Jawad
Supervised by: Dr.All mohsin
Match found as Label : a (38)
Uploaded Test image Matched Face
Image r

Select the test image
| Choose File | sub2365 jpg

=
Face Recognition under Disguise and Makeup
Project By: Farah Jawad
Supervised by: Dr.All mohsin
Match found as Label : a (59)
Uploaded Test image Matched Face
Image AT

Select the test image
| Choose File | No file chosen

Predict

r.\*

Figure (4.8): (a,b and c) the main interface of proposed recognition system
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4.7 The results of this thesis discussed as follows:

Preparation of dataset is one of the prime aspects for training and testing

the deep learning algorithm to give the desired results. The facial images

have passed through several steps in pre-processing phase in order to enter

the hybrid deep-learning classification algorithm layers and make it gives an

accurate result in the recognition procedure. Some aspects related to the

classification are important, must illustrate, and discussed as follow:

1-

Training time: the time that required training the deep learning
algorithm is very important to give us a look at the accuracy obtained
from the classification algorithm. In this proposed recognition system,
the hybrid deep learning recommended that to run for 100 epochs. The
training time using the attained feature extraction algorithms with the
hybrid deep learning in which it is 15 minutes.

Accuracy: classification accuracy is an important aspect of the proposed
facial image recognition system in this thesis. The use of hybrid deep-
learning conventional neural network algorithms gives 99% precision.
Testing time: the time require to test the proposed system for
recognizing human, testing time for hybrid-deep learning with LDA
feature extraction methods it only takes a few seconds with accuracy of
prediction.

Comparison with previous studies: to compare with the previous
works on (DMFD) dataset, the research that studied and present this
dataset is Wang and Kumar [68]. LBP was utilized in conjunction with
biometric and non-biometric blocks and two commercial matchers
(VeriFace, Face++). To improve accuracies, just the biometric blocks are
used for matching. The given experimental results suggest that the

examined matchers' face recognition capability for recognizing disguised
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and makeup faces are rather weak. After this study, this data was not

used in researchs for the purpose of facial recognition until the year 2021,

when this database was used for the purpose of identifying disguised

faces using transfer learning techniques and pre-trained models, and the
accuracy ranged between (78% - 99%) [69]. Table (4.3) show the

comparison details:

Table (4.3): The comparison details with previous work

No. | Ref Using DMFD dataset The method Results
1 |[69] Using all color image in | eUsing 2D transfer learning Model | 99%
data base ((410) different | incorporating simple noise-based | 97%
persons and each one has | data augmentation. 94%
a six sample images). e The proposed method detects face | 78%

Using balanced dataset.
The train-test ratio:
80% images are used
for training and the
remaining 20% images

are used for testing.

in an image using Viola Jones
face detector and classify it using
a pre-trained  Convolutional
Neural Network (CNN) ne-tuned
for DIFR.

learning,

During  transfer
a pre-trained CNN
learns.  generalized  disguise-
invariant features from facial
images of several subjects to
correctly identify them under
varying facial disguises.

e Use models (Resnet-18, Resnet-

50, Squeezenet, Inception-v3).
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This

thesis

e Using cropped grayscale

Image in data set ((410)
different persons and
each one has a different
number of sample
images (between two at
least and six images at
most).

Using imbalanced dataset
The

70% images are used

train-test ratio:
for training and the
remaining 30% images

are used for testing.

eThe

eUsing 1D hyper-deep learning

Model
The

features of facial images are

proposed method,

extracted using Linear
Discriminant Analysis (LDA)
method that gives the minimum
feature length and minimum
extraction time. Classification
model is done by using the
proposed hybrid-deep learning
Classifier for

more precise

feature learning.

99%
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Chapter Five

Conclusions and Future work Suggestions

5.1 Conclusions

Through the implementation period of the proposed work, a number
of conclusions have been achieved depending on the actual and practical

results were the following statements summarize the most important ones:

1. The efficiency of the recognition based on the preprocessing stage in order

to dispose of the defects associated with the process of image acquisition.

2. The enhanced images will have the best contrast than the original image
since more embedded colors may be found in the original image are appeared
after the process of enhancement. Sharp edges and clear extended regions

are very suitable to describe the face in terms of the numerical feature.

3. Also, the features vector (the feature space is not complex) give more
speed to make decision and classification. This is what has been relied on in
this research, where selecting good features based on the LDA algorithm led

to the best results.

4. Extraction of features from facial images with great accuracy and
precision is critical to achieving the desired results. in this thesis. On face
images, the LDA algorithm is used for feature extraction.

5- The proposed hybrid-deep learning classifier with the LDA achieved a
99% precision score. The LDA produces the smallest number of stable
features under a variety of working conditions, such as lighting and contrast

variance.
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6- The training time using the attained feature extraction algorithm with

proposed hybrid deep learning when using LDA is 15 minutes.

7- When implemented proposed system, the class number is recognized for

the person whose image has been entered into the system, with the

corresponding image displayed.

5.2 Future Work Suggestions

Several recommendations would be made and may be implemented, and

some of them are presented in this section:

1.

The proposed system could be used another type of facial images

with lower qualities and more than different environment conditions.

. The proposed system could be used the proposed system to analyse

three-dimensional facial images in order to identify individuals.
The proposed system could be used in gender identification to
distinguish between male and female people.

The proposed system could be used facial images in conjunction
with another form of biometric to identify an individual, such as iris,
eye, fingerprint, and so on.

The proposed system could be created a mobile application that can
link to the cloud using the proposed identification system.

The proposed system could be used the proposed system in the real-
time face recognition system will deal with features derived from a
series of frames (i.e., for video).

Using a variety of image datasets and the same techniques to

compare the results..
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Articie history: Face detection is kind of the identification. When we look at someone's face, we can get
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1. Introduction

The process that detecting faces in an image is known as face detection. The object is to locate each face and draw a
rectangle around it[1] Face detection is a critical first step in tasks including face recognition, face editing, facial
attribute classification, and face tracking and its accuracy has a direct impact on the tasks' effectiveness. Face
detection is extremely important in the surveillance and security paradigms. [2,3] Face recognition is a technique
for determining a person's identification after they have been detected. On these subjects, extensive research has
been conducted. Another major research issue is detecting hidden faces, particularly in high-security areas such as
airports or busy areas such as concerts and retail malls, where they may pose a security danger.[4] Also, People
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Abstract. Face recognition s a research challenge continuous and has seen colos-
sal development during the last two decades. While coming algorithms keep on
achieving improved the performance, a greater part of the face recognition sys-
tems are receptive to failure under disguise and makeup variations that is one of
the common challenging covariates of facial recognition. In past researches, some
algorithms show promising results on the existing disguise datasets, still, most of
the disguise datasets include images with limited variations (oftentimes captured
in controlled settings). This not simulate a real-world scenario, wherever both the
intended/ unintended unconstrained disguises and makeup are encountered by a
face recognition systems. In this paper, the disguised and makeup faces database
(DMFD) is used. In order to handle this problem, One of simple, yet efficient
ways for extracting face image features is (LBPH), Principal Component Anal-
ysis (PCA) that was majorly utilized in pattern recognition. Also, the technique
of Linear Discriminant Analysis (LDA) employed for overcoming PCA limita-
tions was efficiently used in face recognition. Further, classification is employed
following the feature extraction. The Naive Bayes, KNN and Random forest RF
algorithms are used. The results paper show the effectiveness and generalization
of the proposed system on the Disguise and makeup face database (DMFD) and

the features which are extracted by means of (LDA) with (RF) provided the better
results of (F-measure, Recall, and Precision).

Keywords: Face recognition - Disguised and makeu

p faces - Machine learning -
Classification

1 Introduction

With fast advancement of the computer and networks technology, data security shows
remarkable significance. Personality Identity is a fundamental essential to guarantee the
security of the system. The precise recognizable is needed in the fields, national security,
finance, e-commerce, justice, and so on, The personal ID system dependent on biometric
acknowledgment innovation is getting the most attention for its superior security, valid-
ity, and reliability, and has begun to go on into all scopes of our lives, today and in the
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