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 Abstract  

The topic of detection outliers is one of the important topics that have been of 

interest to researchers in many scientific fields. The presence of outliers in the 

dataset leads to the breakdown of the estimator of the method in use. The 

statistical literature has been shown that there are several types of outliers that 

occur according to the type and nature of the data, and therefore the 

researchers given concentrated on identifying is on the type of outliers of 

statistical models by using two diagnostic procedures, individual and grouped. 

Unfortunately, the individual procedure neglects the effect of the phenomenon 

of (masking and swamping), while the second procedure has not able to 

eliminate this phenomenon perfectly, but rather reduce the rates of its 

appearance. This paper seeks to suggest improvement of one of the well-

known group diagnostic methods which so-called (DRGP) through the use of 

an RMVN location and scale matrix instead of MVE in order to reduce the effect 

of (swamping). The performance of a newly proposed method which denoted 

as (DRGP.RMVN) is tested with a number of simulation studies and real data. 

The results have shown that the performance of our proposed method is more 

efficient than (DRGP.MVE) to reduce the swamping points where the sample 

size is large in the presence of all types of outliers.  
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Introduction 

The topic of outlier’s detection in the samples data taken out of its statistical 

populations was not a topic that interest the researchers in diverse scientific 

fields until the sixties of the last century. It also was a reason that statistical 

school were divided into two schools, classical and robust. The classical school 

is stick to the theoretical bases to the assumption of the normal distribution of 

sample data which are drawn randomly from its statistical population. The 

founder Gauss had put a certain hypothesis that observations that are randomly 

chosen from its statistical population are independent and identically 

distributed. Most of the researchers found that one of the most important 

reasons behind the deviation of the normal distribution hypothesis is the 
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presence of outliers, so it is of importance in the place of diagnosing these 

values that are considered far away from the center of the gathering bulk of 

data.  Rousseuw and Zomeren (1990) defined the outliers as being 

observations that lie away from most of the rest data and it constitutes (1% ) to 

(10%) out of any group of data in our real world. Recently, a group of 

researchers showed that this ratio could be raised to more than (25%) and less 

than (50%), but it is inevitable even if this data is of high quality ( Hample, 1986). 

Huper (981) pointed out that the presence of one outlier at least in the data 

group leads to the breakdown of the statistical estimator. Great efforts were 

made in the statistical literature to diagnose all the types of outliers in linear 

regression such as individual diagnostic methods. Unfortunately, those 

methods did not take into consideration the phenomenon of masking and 

swamping which leads to their being unable to diagnose accurately for all types 

of outliers (Vertical Outliers  (V.O) and High Leverage Point (HLP) ), in the data 

set.   

The  individual diagnostic conceals in its folds the wrong diagnosis when its 

methods detect one or more than one observation as outliers but it's not, this 

phenomenon is called (swamping). On the other hand, may these methods 

suffering from the masking phenomenon in which the detected outliers probably 

overshadow other outliers, therefore the certain diagnostic method could not 

detect the outliers that masked by other outliers. Consequently, Imon (2002) 

introduced group deleted measure as a Generalize Potential (GP) measure to 

get rid the effect of masking and swamping. Midi et al. (2009) found out that GP 

could not identifying the exact number of leverage points and still suffering from 

the effect of masking and swamping, therefore, they proposed utilized from 

Minimum Volume Ellipsoid (MVE) (Rousseeuw, 1984) to build a new algorithm 

which is a so-called Diagnostic Robust Generalized Potential measure (DRGP).  

The target of algorithm is to the sake of accurate diagnostic and reducing the 

effect of masking and swamping. We noted that DRGP.MVE may tackle the 

problem of identifying the exact number of leverage points, but it is not 

adequately effective in reducing the number of masking and swamping or get 

rid of its effects. Khan et al. (2007a), Khan et al. (2007b), Uraibi and Midi (2019) 

pointed out that MVE is a time-consuming procedure, even with the Fast 

algorithm of it that suggested by (Rousseeuw and Van Driessen, 1999), so it is 

not feasible option particularly with high dimensional data. Olive and Hawkins 

(2010) introduced Reweighted MultiVraite Normal (RMVN) as a robust, Fast, 

and Consistent concentration algorithm to produce a robust location and scale 

estimator. Due to the aspects may RMVN is more relevant to DRGP than MVE. 

It is well known that DRGP.MVE algorithm is rely on Robust Mahanalobis 

Distance (RMD) that integrated with MVE estimators. In this paper, a slight 

development to the DRGP is proposed and we call it DRGP.RMVN by 

incorporating RMVN with RMD instead of MVE. This paper is organized to 

present the DRGP(MVE) Measure in Section 2. The Section 3 describes the 



DRGP(RMVN) method. Section 4 and Section 5 illustrate simulation study and 

numerical example to assess the performance of the DRGP(RMVN) method. 

1.2 DRGP(MVE) Measure 

The idea of this method essentially relies on the first step in which robust-

generalized diagnostics procedure for HLP by using MD with MVE location and 

scatter estimators. and then utilizing the GP algorithm proposed by Imon 

(2002). The algorithm of DRGP.MVE can be described as follows,  

1. Computing the location �̂� and scale 𝐶𝑀𝑉𝐸(𝑥) estimators of MVE. 

2. Finding the mahalanobis distance 𝑀𝐷 by Eq. (1) and the 𝑖𝑡ℎ 

𝑀𝐷 (𝑀𝑉𝐸) > √𝜒(𝑝,0.95)
2  then the 𝑖𝑡ℎ row is having the suspected 

observations as HLP.  

𝑅𝑀𝐷𝑖(𝑀𝑉𝐸) =  √[𝑥 − �̂�(𝑥)]׳[𝐶𝑀𝑉𝐸(𝑥)]−1[𝑥 − �̂�(𝑥)]  𝑖 = 1,2, … , 𝑛   (1) 

3. The rows are determined including HLP’s will delete from the design 

matrix 𝑥 and put is in new submatrix denoted as 𝑋𝐷. The remaining rows 

that are having only clean observations will put in 𝑋𝑅 matrix.  

4. Constructing weight matrix as follows,  

w = [
UR V

V׳ UD
] 

where 𝑈R = 𝑥R (𝑥
(𝑥׳

−1
𝑥R
׳
 , UD = 𝑥D (𝑥

(𝑥׳
−1
𝑥D
׳
 , and  

 𝑉 = 𝑥𝑅 (𝑥
(𝑥׳

−1
𝑥𝐷
׳
 . 

 when the 𝐷 rows are omitted , the 𝑊𝑖𝑖
(−𝐷)

is the 𝑖𝑡ℎ diagonal elements 

of   𝑥𝑖
׳
(𝑥𝑅 

׳
𝑥𝑅)

−1

𝑥𝑖  , 𝑖 = 1,2, , … , 𝑛,    and 𝑅 = (𝑁 − 𝐷) × 𝑝.  

Deletion the  𝑖𝑡ℎ diagonal elements from 𝑥𝑅 makes 𝑅 = (𝑁 − 1) × 𝑝, 

in this case  𝑊𝑖𝑖
(−𝑖)

  will be a single diagnostic procedure 

equivalents to Hadi potential measure,    

𝑊𝑖𝑖
(−𝑖)

= 𝑥𝑖
׳
(𝑥(𝑖) 

׳
𝑥(𝑖))

−1

𝑥𝑖 = 𝑝𝑖 



Finally, the group deletion measure based on MVE can be 

written as follows, 𝑃ii = {

𝑊ii
(−D)

                      ∀i ∈ D

𝑊ii
(−D)

1−𝑊ii
(−D)                ∀i ∈ R

      

When  𝑃ii > 𝑚𝑒𝑑𝑖𝑎𝑛(𝑃ii) + 𝑐𝑀𝐴𝐷(𝑃ii) is confirmed the 𝑖𝑡ℎ row 

having HLP.   

2.2- The DRGP(RMVN)  Measure 

The contribution of the suggested method is to incorporate the Reweighted 

Multivariate Normal estimators (RMVN) estimators instead of (MVE) estimators 

within the DRGP algorithm. Olive and Hawkins (2010) proposed the RMVN 

method to reweight multivariate normal estimators by using a fast and 

consistent algorithm which is having a high breakdown point. In the first two 

stages, the estimators of two location and scale have been computed, the DGK 

(Devlin et al., 1981) and Median Ball (MD) (Olive,2004). The DGK and MB are 

fast concentration algorithms could be convergence during 5 to 10-steps.  

Suppose that (𝑇5,𝐷𝐺𝐾 , 𝐶5,𝐷𝐺𝐾) are the DGK estimators and (𝑇5,𝑀𝐵, 𝐶5,𝑀𝐵) 

 Are MB estimators, the FCH location and scale estimators can be obtained by  

𝑇𝐹𝐶𝐻 = {
𝑇5,𝐷𝐺𝐾 𝑖𝑓√|𝐶5,𝐷𝐺𝐾| < √|𝐶5,𝑀𝐵|

𝑇5,𝑀𝐵 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
} 

 

 CFCH =

{
 
 

 
 𝑀𝐸𝐷 (𝑀𝐷𝑖

2((𝑇5,𝐷𝐺𝐾, 𝐶5,𝐷𝐺𝐾)))

𝜒(𝑝,0.5)
2 × 𝐶5,𝐷𝐺𝐾, 𝑖𝑓√|𝐶5,𝐷𝐺𝐾| < √|𝐶5,𝑀𝐵|

𝑀𝐸𝐷 (𝑀𝐷𝑖
2((𝑇5,𝑀𝐵, 𝐶5,𝑀𝐵)))

𝜒(𝑝,0.5)
2 × 𝐶5,𝑀𝐵 ,   Otherwise 

}
 
 

 
 

 

where |∎| stand for the determinant of scale matrix and 𝑀𝐷 is the 

traditional Mahalanobis Distance. 

Let (�̂�1, �̂�1) be the traditional estimator applied to  𝑛1 cases with 

𝑀𝐷𝑖
2[(  TFCH, CFCH) ] ≤ 𝜒(𝑝,0.975)

2 ,and let 𝑞1 = 𝑚𝑖𝑛 {
(0.5×0.975×𝑛)

𝑛1
, 0.995} 

So, the first standard reweighting of MVN data is,  



𝐶𝑅𝑀𝑉𝑁
(1)

=
𝑀𝐸𝐷 (𝐷𝑖

2(𝑇𝐹𝐶𝐻 ,   𝐶𝐹𝐶𝐻))

𝜒(𝑝,𝑞1)
2 × CFCH 

The new estimators  (  TFCH, 𝐶𝑅𝑀𝑉𝑁
(1)

) are applied to 𝑛2 cases with  

𝑀𝐷𝑖
2 [(  TFCH, 𝐶𝑅𝑀𝑉𝑁

(1)
) ] ≤ 𝜒(𝑝,0.975)

2 , and  

let   𝑞2 = 𝑚𝑖𝑛 {
(0.5×0.975×𝑛)

𝑛2
, 0.995}, the RMVN estimator can be found as 

follows,  

𝐶𝑅𝑀𝑉𝑁
(2)

=
𝑀𝐸𝐷 (𝐷𝑖

2 (𝑇𝑅𝑀𝑉𝑁 , 𝐶𝑅𝑀𝑉𝑁
(1)

))

𝜒(𝑝,𝑞2)
2 × 𝐶𝑅𝑀𝑉𝑁

(1)
 

The algorithm of DRGP (RMVN) measure can summarize as follows,  

1. Computing the location 𝑇𝑅𝑀𝑉𝑁 and scale 𝐶𝑅𝑀𝑉𝑁
(2)

 estimators. 

2. Calculating Mahalanobis Distance 𝑀𝐷 by Eq. (2) and the 𝑖𝑡ℎ 

𝑀𝐷 (𝑅𝑀𝑉𝑁) > √𝜒(𝑝,0.95)
2  then the 𝑖𝑡ℎ row is having the suspected 

observations as HLP.  

𝑀𝐷𝑖(𝑅𝑀𝑉𝑁) =  
√(𝑥 − 𝑇𝑅𝑀𝑉𝑁(𝑥))

𝐶𝑅𝑀𝑉𝑁׳
(2) ׳1−

(𝑥 − 𝑇𝑅𝑀𝑉𝑁(𝑥))    

 

3. Deletion D rows from matrix X of original data, where 

  𝐷 = 𝑀𝐷 {(𝑅𝑀𝑉𝑁) > √𝜒(𝑝,0.95)
2 } is the rows index and then put the deletion 

rows in 𝑋𝐷 matrix, while the remining rows will be in 𝑋𝑅 matrix.  

4. The last step is similar to the step 4 in DRGP(MVE). 

 

3-Simulation Study 

Let's suppose the multiple linear regression be as follows: 

𝑦 = 𝑥𝛽 + 𝑒          (11) 

Where x is  𝑛 × 𝑝 design matrix that generates from multivariate normal 

distribution with mean equals to zero and standard deviation equivalents to  

σ = ρ|i−j|  which means, 𝑥~𝑁(0, ρ|i−j|), where 𝑝 = 15, 𝑛 is the 

generated sample that will take different number of observations,  

𝑛 = {50,70,100,200,300} , β is the identity vector of this model   



β = [
1
⋮
1
]

15x1

               (12) 

and e is random error term which is distributed normal with  zero mean and 2  

standard deviation. In order to make sure of the diagnosis efficient of 

comparative methods we contaminate the simulated data with different 

proportions of outliers, 𝛼 = (0.05, 0.10, 0.15)  as follows: 

1- Contaminating the design matrix of each sample by 𝛼 BLP in the presence 

of one HLP. That is by multiplying the first three rows of the second variable 

to the fifth variable by the number 10, and multiplying the maximum value 

of the first variable by the number 10, as well as what corresponds to it in 

the response variable Y. 

2- Contaminating the random errors of each sample by α Vertical Outliers (V.O) 

in the presence of one HLP. The V.O, s are generated from a chi-square 

distribution with (10) degree freedom.  

 3. Contaminating both design matrix and random errors α LP & Vertical Outliers 

(V.O) in the presence of one HLP.     

 

      The main reason of including single HLP is all cases of simulation study is 

to consider the Phenomena of masking and swamping. Let 𝜆𝑖 is random 

variable, where 𝑖 = 1,2, … , 𝑛  , and let the 𝑂 = {𝜆1, … , 𝜆𝛿}  are the outlying 

observations, such that  (𝛿 = 𝛼 × 𝑛) and 𝛼 are the number and the percentage 

of outlying observations, respectively. The clean observations would be 𝐶 =

{𝜆𝛿+1, … , 𝜆𝑛}. Suppose that  Ε𝑗 is the outlying cases that detected by certain 

diagnostic method, where 1 ≤ 𝑗 ≤ 𝛿∗,  𝛿∗ either (𝛿 + 𝑏) or (+𝑏), such that ℎ  

and   𝑏  are  integer number,  [0 ≤ 𝑏 < 𝑛] and [0 ≤ ℎ < 𝛿], Consequently,  𝜆𝑏 ∈

𝐶 and 𝜆ℎ ∈ 𝑂 and we can conclude that the exact detection will be happen when 

(𝛿∗ = 𝛿)  in which no swamping cases (𝑏 = 0) nor masking cases (ℎ = 0). 

However, the certain method would be having swapping cases where (𝛿∗ > 𝛿) 

and masking where (𝛿 < 𝛿 − ℎ). The performance of our proposed are 

compared with others over all (1000) datasets for each simulation case. The 

best diagnostic method is the one that has average of correct diagnostic closer 

to 𝛿 (correct), lower average of  𝑏 (swap) and reduced the computation time.  

 Table -1- averages of the correct diagnosis, swap and the time of computation, 

respectively, for three cases of simulation when  𝛼 = 0.05  and different sample 

sizes.  

contaminatio
n 

n DRGP(MVE) DRGP(RMVN) 

Ε  correc
t 

swa
p 

tim
e Ε  

correc
t 

swa
p 

tim
e 

 
LP 

50 
5.98 3.89 2.08 

0.1
0 6.33 3.92 2.41 

0.0
8 



100 
7.22 5.92 1.31 

0.1
8 7.79 5.92 1.87 

0.1
1 

200 12.6
3 10.91 1.73 

0.3
4 

12.7
0 10.91 1.79 

0.1
9 

300 18.2
0 15.90 2.30 

0.5
3 

18.1
4 15.90 2.24 

0.2
6 

500 29.4
2 25.88 3.54 

0.9
4 

28.9
2 25.88 3.04 

0.4
1 

100
0 

59.0
0 50.80 8.20 

2.3
0 

58.4
0 50.80 7.60 

0.8
0 

 
 

V.O. 

50 
5.97 3.81 2.16 

0.1
0 6.50 3.86 2.64 

0.0
8 

100 
7.22 5.92 1.30 

0.1
8 8.16 5.94 2.22 

0.1
2 

200 12.6
2 10.93 1.69 

0.3
5 

12.7
3 10.93 1.80 

0.1
9 

300 18.3
0 15.93 2.37 

0.5
3 

18.2
6 15.93 2.34 

0.2
6 

500 29.6
0 26.00 3.60 

0.9
8 

29.5
0 26.00 3.50 

0.4
1 

100
0 

57.6
0 50.50 7.10 

2.3
9 

57.6
0 50.80 6.80 

0.8
0 

 
 

LP &V.O. 

50 
5.93 3.94 1.99 

0.1
0 6.63 3.94 2.69 

0.0
8 

100 
7.29 5.96 1.33 

0.1
8 7.84 5.96 1.88 

0.1
1 

200 12.6
4 10.96 1.68 

0.3
5 

12.6
9 10.96 1.74 

0.1
9 

300 18.2
8 15.96 2.32 

0.5
3 

18.2
1 15.96 2.25 

0.2
6 

500 28.2
0 26.00 2.20 

0.9
5 

28.0
1 26.00 2.01 

0.4
1 

100
0 

57.1
0 50.90 6.20 

2.3
0 

56.7
0 50.90 5.80 

0.8
1 

Table -2- averages of the correct diagnosis, swap and the time of computation, 

respectively, for three cases of simulation when  𝛼 = 0.1  and different sample 

sizes.  

contaminati
on 

n DRGP(MVE) DRGP(RMVN) 

Ε corre
ct 

swa
p 

tim
e 

Ε corre
ct 

swa
p 

tim
e 

 

LP 
50 

7.35 
5.78 1.58 

0.1
0 7.39 

5.83 1.56 
0.0
8 

100 
11.62 

10.85 0.77 
0.1
8 11.97 

10.85 1.12 
0.1
1 

200 
21.70 

20.78 0.92 
0.3
4 21.73 

20.79 0.94 
0.1
8 

300 
31.98 

30.75 1.23 
0.5
2 31.91 

30.75 1.16 
0.2
7 

500 
52.70 

50.90 1.80 
1.0
4 52.60 

50.90 1.70 
0.4
4 

100
0 

102.8
0 

100.1
0 

2.70 
2.3
2 

102.8
0 

100.2
0 

2.60 
0.8
2 



 
 

V.OUT 

50 
6.44 

4.85 1.60 
0.1
0 7.22 

5.14 2.09 
0.0
8 

100 
10.68 

9.72 0.96 
0.1
8 12.04 

10.29 1.76 
0.1
1 

200 
20.54 

19.51 1.03 
0.3
5 21.07 

20.07 1.00 
0.1
9 

300 
31.90 

29.35 1.55 
0.5
3 31.43 

30.12 1.31 
0.2
6 

500 
95.90 

94.00 1.90 
0.9
8 95.51 

94.01 1.50 
0.4
1 

100
0 

104.6
0 

99.80 4.80 
2.5
2 

104.3
0 

100.4
0 

3.90 
0.8
5 

 
 

LP & V.O 

50 
7.39 

5.89 1.50 
0.1
0 7.59 

5.89 1.70 
0.0
8 

100 
11.72 

10.90 0.82 
0.1
8 11.94 

10.90 1.04 
0.1
1 

200 
21.85 

20.90 0.96 
0.3
4 21.81 

20.90 0.91 
0.1
9 

300 
32.16 

30.89 1.27 
0.5
2 32.08 

30.89 1.19 
0.2
6 

500 
52.75 

50.85 1.90 
0.9
5 52.40 

50.85 1.55 
0.4
2 

100
0 

104.6
0 

100.9
0 

3.70 
2.2
3 

104.4
0 

100.9
0 

3.50 
0.7
9 

 

Table 1,2 and 3   display the results of DRGP.MVE and DRGP.RMVN when 

𝛼 = 0.05,0.10,0.15 over all 1000 datasets generated with three types of 

contamination and different sample sizes 𝑛 = {50,100,200.300,500,100  }. It is 

obvious that the 𝛦 cases of DRGP.MVE is less than the 𝛦 cases of 

DRGP.RMVN when (𝑛 = 50,100,200). On the other hand, the performance of 

DRGP.RMVN begins to be better than DRGP.MVE when (𝑛 = 300,500,1000). 

The result shows the DRGP.RMVN is faster than DRGP.MVE.   The results of 

Table 1,2 and 3 are shown, the DRGP.RMVN is more stable than DRGP.MVE 

for identifying the closet number to 𝛿  among  𝛦 suspected cases in the 

presence of V.O. It is notable that the correct diagnostics of both methods are 

similar to each other when LP’s or both LP & V.O are present in the simulated data.   

        We noted that DRGP.RMVN methods is reduced the number incorrect 

diagnostics (swap) when the sample size is greater than or equals to 300 

observations and it is not stable for sample sizes less than 300 observations. 

That means, DRGP.MVE has an ability to reduce (swap) with small sample 

sizes better that DRGP.MVE. Finally, the results of three tables expose that 

DRGP.RMVN is faster than DRGP.MVE.  

 

 



Table -3- averages of the correct diagnosis, swap and the time of computation, 

respectively, for three cases of simulation when  𝛼 = 0.15  and different sample 

sizes.  

contaminati
on 

n DRGP(MVE) DRGP(RMVN) 

 corre
ct 

swa
p 

tim
e 

 corre
ct 

swa
p 

tim
e 

 

LP 
50 

9.47 
8.41 1.06 

0.1
0 9.83 

8.99 0.84 
0.0
8 

100 
16.10 

15.69 0.41 
0.1
8 16.29 

15.71 0.58 
0.1
1 

200 
31.10 

30.64 0.45 
0.3
4 31.08 

30.64 0.44 
0.1
9 

300 
46.18 

45.59 0.59 
0.5
1 46.09 

45.59 0.50 
0.2
6 

500 
76.70 

75.70 1.00 
0.9
4 76.60 

75.70 0.90 
0.4
2 

100
0 

152.0
0 

150.0
0 

2.00 
2.2
1 

151.9
0 

150.0
0 

1.90 
0.8
1 

 
 

V.OUT 

50 
5.21 

3.82 1.40 
0.1
0 6.22 

4.21 2.01 
0.0
8 

100 
10.10 

9.28 0.82 
0.1
8 11.44 

9.83 1.61 
0.1
1 

200 
20.27 

18.95 1.32 
0.3
5 20.30 

19.04 1.26 
0.1
9 

300 
29.24 

27.45 1.79 
0.5
4 30.26 

28.62 1.64 
0.2
6 

500 
42.40 

38.65 3.75 
0.9
9 48.20 

45.30 2.90 
0.4
3 

100
0 

119.5
0 

110.5
0 
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3.1 Concrete Compressive Strength Data Set 

In order to measure the efficiency of diagnosing the outliers in our suggested 

method we used the data of the compressive strength of concrete introduced 

by Yeh, 1998. This data includes (1030) observations collected from eight 

quantitative variables, Cement, Blast Furnace Slag, Fly Ash, Water, 

Superplasticizer, Coarse Aggregate, Fine Aggregate, which are scaled by kg 



unit in a m3 mixture. The ninth variable is Age scaled by day unit. The 

dependent variable is the Concrete compressive strength scaled by MPa.  

In order to know the accuracy of the diagnosis, detection of the numbers of 

misdiagnosis (swamping) and the failure to detect some outliers (masking), we 

sought to make a comparison the traditional detection method, such as Hat 

Matrix, RMD, Hadi potential measure and DRGP.MVE. (Yeh) employed these 

variables to predict the strength of concrete compression according to a 

multiple linear regression model.  

Table 4 explains the accuracy of the correct diagnostic and the incorrect 

diagnostic (swamping) and the failure in diagnosing the correct diagnostics 

(masking) for (Hadi, MD, hat) methods that compared with DRGP.MVE and 

DRGP.RMVN, and then compared DRGP.MVE and DRGP.RMVN. The results 

of the traditional method against DRGP.MVE appear there are (83) 

observations have been detected as (107) LP. There are (11) clean 

observations that have been detected as LP but this diagnostic is not correct.  

in addition, there is (35) observation considered being clean using (Hat) method 

but it is (LP) in DRGP(MVE) method. From table (4) we noticed that 

DRGP(RMVN) diagnosed (104) as (LP) and in comparison, with the (Hat), that 

the incorrect diagnostic is reduced to (10) observations as it had been in the 

previous method and the masking is reduced to (31) and the correct diagnostic 

is raised from (72) to (73). 

 
Measure  

 
Total 

DRGP.MVE DRGP.RMVN 

Swamping Masking Correct Swamping Masking Correct 

Hat  83 11 35 72 10 31 73 

MD 84 7 30 77 6 26 78 

Hadi 93 54 68 39 55 66 38 

DRGP.MVE 107  5 2 102 

DRGP.RMVN 104  

 

Table (4) Diagnostic Masking, Swamping and Correct to Hadi, MD, Hat 

methods in comparison with DRGP(RMVN) and (DRGP(MVE) methods for the 

data of compressive strength of concrete. 

 

As shown, the MD method diagnosed (84) LP that exceeds the cutoff value 

(5.71) which is a little less than what has diagnosed in the DRGP(MVE) method 

(see figure 1-a, 6-c) that detected (7) cases are being the wrong diagnostic, MD 

method recognised it as outliers, but are not, and (30) observations counted 

clean while they are outliers. For this reason, it is agreed upon the accuracy of 

diagnosing between the two methods on (77) observations only. The accuracy 

of diagnostic is raised to (78) in accordance with DRGP(RMVN) method that 

showed there are (6) clean observations being diagnosed as outliers in the MD 

method. On the other hand, this method neglected to diagnose (26) outliers. 



Table (4) presented the results of the group diagnostics of (Hadi) method that 

was not completely successful compared to the previous two methods (Fig. (6)) 

neither in terms of the standard with our proposed method or DRGP (MVE) 

method or compared to Hat Matrix and MD method as it decreased. The correct 

diagnosis value was (39) compared to DRGP (MVE) in addition to the increase 

in the swamping values to (54) and masking to (68). As for the comparison with 

DRGP (RMVN), the value of the swamping increased to (55) and masking 

increased to (66), which indicates that this method is the worst performance 

among all methods . 

Through Figure (1), which displays the diagnostic results mentioned in Table 

(4), we note that there is a very large convergence between Figure (1- (c)) and 

(6- (d)) related to the diagnostic results for the DRGP (MVE) and DRGP 

(RMVN) methods. Both methods agreed that there is (102) LP in the data of the 

compressive strength of the concrete and that our proposed method has 

identified that there are (5) cases that have considered as outliers by the DRGP 

(MVE) but which are not so, in addition to the diagnosis of two outliers that the 

DRGP (MVE) method could not detect  . 

 

 

 

Figure (1) showed DRGP(RMVN) DRGP(MVE), RMD, Hadi ) for the data of 

compressive strength of concrete  

 

3.2 The Results  

This research viewed some of the methods of the individual and group 

diagnostic to detect the outliers in the multivariable matrix and this is by using 

(Hadi Potential, RMD, Hat Matrix). These methods showed uneven efficiency 

in the accuracy of diagnostic especially with the presence of the two 

phenomena of swamping and masking. These shortcomings led to the 

developing of the idea of group diagnostic by some researchers like the 

DRGP(MVE) method that relies end on a robust variance and covariance matrix 
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(MVE). Unfortunately, MVE is time-consuming and combined with the DRGP 

algorithm was not tested it with large scale data. these reasons led us to 

substitute the MVE matrix with another one which is called (RMVN) and 

proposed a new method called DRGP(RMVN). The efficiency of our proposed 

method has been tested with the previous methods via subjecting it to a number 

of simulation studies that used samples of different sizes and different 

percentage of contaminating by using LP, V.O, HLP, LP&V.O.  In addition to 

that testing its efficiency on real engineering data.  We can conclude from the 

simulation outcomes that our suggested method proved consistency and 

stability in the accuracy of diagnostic and the reduction of the average of the 

incorrect diagnostic that the previous methods suffered from when the sizes of 

the samples were 300 and more. We noticed that there is a big closeness in 

the correct diagnosis for almost all types of outliers between our suggested 

method and the DRGP(MVE) method, yet the last method showed suffering to 

the problem of masking and swamping.  That led to outperforms our method 

proposed on all the methods that are competing to it in the limits that it working 

on which is the large sizes of the samples and the different rates of 

contamination. So, we recommend the practitioners of statistics and 

researchers in this field to use our suggested method in diagnosing multivariate 

outliers or that are apparent in multiple linear regression data.   
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