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Abstract 

       Any binary relation X   (where X  is an arbitrary set) generates 

a characteristic function on the set 2X : If ( , )x y  , then ( , ) 1x y  , 

otherwise ( , ) 0x y  . In terms of characteristic functions on the set of 

all binary relations of the set X  we introduced the concept of a binary 

of reflexive relation of adjacency and determined the algebraic system 

consisting of all binary relations of a set X  and all unordered pairs of 

various adjacent binary relations. If X  is finite set then this algebraic 

system is a graph “ a graph of graphs” in this work we investigated 

some features of the structures of the graph ( )G X  of  partial orders. In 

this work we study new concept support set of partial sets and proved 

some features of this concept. 
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Introduction 

          Most of the work in function space topologies concerns 

continuous functions. In this connection see a remark by Kelley [3, 

p. 217]. As soon as we begin to consider function spaces of 

noncontiguous functions we come face to face with some extremely 

difficult problems. So in order to make a beginning, it is advisable 

to consider first a subfamily of noncontiguous functions which, in a 

certain sense, can be approximated by continuous functions. One 

such subfamily consists of almost continuous functions which were 

introduced by Stallings [6]. An almost continuous function is one 

whose graph can be approximated by graphs of continuous 

functions (see 2.3). The need to introduce a suitable  topology for 

the function space of almost continuous functions arose when the 

author investigating the essential fixed points of such functions in 

his doctoral  thesis [4] . The introduction of a new function space 

topology , called " the graph topology”, enabled him to tackle 

almost continuous functions. Let F denote an arbitrary subfamily of 

functions on a topological space X to a topological space Y and let 

F be given some topology. Most problems concerning F center 

round the following question, “what conditions on X and Y are 

sufficient to ensure that . F has a desired property” In this paper a 

few problems of the above nature are discussed. 
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CHAPTER ONE 

 

 BASIC DEFINITIONS AN
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1.1Graphs 

Definitions 1.1.1 Conceptually, graph is formed by vertices and edges 

connecting the vertices. 

Example 1.1.2 

 

Formally, graph is pair of sets (V,E),where V is the set of vertices and 

E is the set of edges , formed by pairs of vertices . E is multiuse   , in 

other words ,its elements can occur more than once so that every 

element has a multiplicity. Often, we label the vertices with letters  ( for 

example:a,b,c...,orv1,v2,...)or numbers 1,2,...Throughout this lecture 

material ,we will label the elements of V in this way  .  

Example. 1.1.3(Continuing from the previous example) We label the 

vertices as follows: 
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We have V = {v1, . . . , v5} for the vertices and E = {(v1, v2), (v2, v5), 

(v5, v5), (v5, v4), (v5, v4)} 

for the edges. Similarly, we often label the edges with letters (for 

example: a, b, c, . . . or e1, e2, . . . ) or numbers 1, 2, . . . for simplicity. 

Remark 1.1.4 The two edges (u, v) and (v, u) are the same. In other 

words, the pair is not ordered. 

Example 1.1.5 (Continuing from the previous example) We label the 

edges as follows: 
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So E = {e1, . . . , e5}. 

We have the following terminologies: 

1. The two vertices u and v are end vertices of the edge (u, v). 

2. Edges that have the same end vertices are parallel. 

3. An edge of the form (v, v) is a loop. 

4. A graph is simple if it has no parallel edges or loops. 

5. A graph with no edges (i.e. E is empty) is empty. 

6. A graph with no vertices (i.e. V and E are empty) is a null graph. 

7. A graph with only one vertex is trivial. 

8. Edges are adjacent if they share a common end vertex. 

9. Two vertices u and v are adjacent if they are connected by an edge, 

in other words, (u, v) is an edge. 

10. The degree of the vertex v, written as d(v), is the number of edges 

with v as an end vertex. By convention, we count a loop twice and 

parallel edges contribute separately. 

11. A pendant vertex is a vertex whose degree is 1. 

12. An edge that has a pendant vertex as an end vertex is a pendant 

edge. 

13. An isolated vertex is a vertex whose degree is 0. 

Example 1.1.6 (Continuing from the previous example) 

• v4 and v5 are end vertices of e5. 

• e4 and e5 are parallel. 

• e3 is a loop. 
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• The graph is not simple. 

• e1 and e2 are adjacent. 

• v1 and v2 are adjacent. 

• The degree of v1 is 1 so it is a pendant vertex. 

• e1 is a pendant edge. 

• The degree of v5 is 5. 

• The degree of v4 is 2. 

• The degree of v3 is 0 so it is an isolated vertex. 

In the future, we will label graphs with letters, for example: 

G = (V,E). The minimum degree of the vertices in a graph G is denoted 

δ(G) (= 0 if there is an isolated vertex in G). Similarly, we write  (G) 

as the maximum degree of vertices in G. 

Example 1.1.7 (Continuing from the previous example) δ(G) = 0 and   

 (G) = 5. 

Remark 1.1.8 In this course, we only consider finite graphs, i.e. V and 

E are finite sets. 

Since every edge has two end vertices, we get 

Theorem 1.1.9 The graph G = (V,E), where V = {v1, . . . , vn} and E 

= {e1, . . . , em}, satisfies 
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Corollary 1.1.10 Every graph has an even number of vertices of odd 

degree. 

Proof. If the vertices v1, . . . , vk have odd degrees and the vertices 

vk+1, . . . , vn have even degrees, 

then (Theorem 1.1) 

d(v1) + · · · + d(vk) = 2m − d(vk+1) − · · · − d(vn) 

is even. Therefore, k is even. 

Example 1.1.11 (Continuing from the previous example) Now the sum 

of the degrees is 1 + 2 + 0 + 2 + 5 = 10 = 2 · 5. There are two vertices 

of odd degree, namely v1 and v5. A simple graph that contains every 

possible edge between all the vertices is called a complete graph. A 

complete graph with n vertices is denoted as Kn. The first four 

complete graphs are given as examples: 

 

The graph G1 = (V1,E1) is a subgraph of G2 = (V2,E2) if: 

1. V1 ⊆ V2 and 

2. Every edge of G1 is also an edge of G2. 

Example 1.1.12 We have the graph 
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and some of its subgraphs are 
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And 

 
The subgraph of G = (V,E) induced by the edge set E1 ⊆ E is: 

G1 = (V1,E1) =def. hE1i, 

where V1 consists of every end vertex of the edges in E1. 

Example 1.1.13 (Continuing from above) From the original graph G, 

the edges e2, e3 and e5 induce the subgraph 

 

The subgraph of G = (V,E) induced by the vertex set V1 ⊆ V is: 

G1 = (V1,E1) =def. hV1i, 

where E1 consists of every edge between the vertices in V1. 

Example 1.1.14 (Continuing from the previous example) From the 

original graph G, the vertices v1, 
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v3 and v5 induce the subgraph 

 

A complete subgraph of G is called a clique of G. 

1.2 Walks, Trails, Paths, Circuits, Connectivity, Components 

Remark 1.2.1There are many different variations of the following 

terminologies. We will adhere to the definitions given here. A walk in 

the graph G = (V,E) is a finite sequence of the form vi0 , ej1 , vi1, ej2, . 

. . , ejk , vik , which consists of alternating vertices and edges of G. The 

walk starts at a vertex. Vertices vit−1 and vit are end vertices of ejt (t = 

1, . . . , k). vi0 is the initial vertex and vik is the terminal vertex. k is the 

length of the walk. A zero length walk is just a single vertex vi0 . It is 

allowed to visit a vertex or go through an edge more than once. A walk 

is open if vi0 6= vik . Otherwise it is closed. 

Example 1.2.2 In the graph 
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the walk v2, e7, v5, e8, v1, e8, v5, e6, v4, e5, v4, e5, v4 is open. On the 

other hand, the walk v4, e5, v4, e3, v3, e2, v2, e7, v5, e6, v4 is closed. 

A walk is a trail if any edge is traversed at most once. Then, the 

number of times that the vertex pair u, v can appear as consecutive 

vertices in a trail is at most the number of parallel edges connecting u 

and v. 

Example 1.2.3 (Continuing from the previous example) The walk in 

the graph v1, e8, v5, e9, v1, e1, v2, e7, v5, e6, v4, e5, v4, e4, v4 is a 

trail.  

A trail is a path if any vertex is visited at most once except possibly the 

initial and terminal vertices when they are the same. A closed path is a 

circuit. For simplicity, we will assume in the future that a circuit is not 

empty, i.e. its length ≥ 1. We identify the paths and circuits with the 

subgraphs induced by their edges. 
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Example 1.2.4 (Continuing from the previous example) The walk 

v2, e7, v5, e6, v4, e3, v3 is a path and the walk v2, e7, v5, e6, v4, e3, 

v3, e2, v2 is a circuit. The walk starting at u and ending at v is called 

an u–v walk. u and v are connected if there is a u–v walk in the graph 

(then there is also a u–v path!). If u and v are connected and v and w 

are connected, then u and w are also connected, i.e. if there is a u–v 

walk and a v–w walk, then there is also a u–w walk. A graph is 

connected if all the vertices are connected to each other. (A trivial 

graph is connected by convention.) 

Example 1.2.5 The graph: 

 

is not connected. The subgraph G1 (not a null graph) of the graph G is 

a component of G if: 

1. G1 is connected and 

2. Either G1 is trivial (one single isolated vertex of G) or G1 is not 

trivial and G1 is the subgraph induced by those edges of G that have 

one end vertex in G1. Different components of the same graph do not 

have any common vertices because of the following theorem. 

Theorem 1.2.6 If the graph G has a vertex v that is connected to a 

vertex of the component G1 of G, then v is also a vertex of G1. 
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Proof. If v is connected to vertex v′ of G1, then there is a walk in G 

v = vi0 , ej1, vi1 , . . . , vik−1, ejk , vik = v′. Since v′ is a vertex of G1, 

then (condition #2 above) ejk is an edge of G1 and vik−1 is a vertex of 

G1. We continue this process and see that v is a vertex of G1. 

Example 1.2.7 

 

The components of G are G1, G2, G3 and G4. 

Theorem 1.2.8 Every vertex of G belongs to exactly one component of 

G. Similarly, every edge of G belongs to exactly one component of G. 

Proof. We choose a vertex v in G. We do the following as many times 

as possible starting with V1 = {v}: If v′ is a vertex of G such that v′ /∈  

V1 and v′ is connected to some vertex of V1, then V1 ← V1 ∪  {v′}. 

Since there is a finite number of vertices in G, the process stops 

eventually. The last V1 induces a subgraph G1 of G that is the 

component of G containing v. G1 is connected because its vertices are 
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connected to v so they are also connected to each other. Condition #2 

holds because we can not repeat . By Theorem 1.2.6 v does not belong 

to any other component. The edges of the graph are incident to the end 

vertices of the components. 

We now that theorem 1.2.8 divides a graph into distinct components. 

The proof of the theorem gives an algorithm to do that. We have to 

repeat what we did in the proof as long as we have free vertices that do 

not belong to any component. Every isolated vertex forms its own 

component. A connected graph has only one component, namely, itself. 

A graph G with n vertices, m edges and k components has the rank 

 

The nullity of the graph is  

 

We see that ρ(G) ≥ 0 and ρ(G) + μ(G) = m. In addition, μ(G) ≥ 0 

1.3 Graph Operations 

The complement of the simple graph G = (V,E) is the simple graph G = 

(V,E), where the edges in E are exactly the edges not in G. 

Example 1.3.1  
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Example 1.3.2 The complement of the complete graph Kn is the empty 

graph with n vertices. Obviously, G = G. If the graphs G = (V,E) and 

G′ = (V ′,E′) are simple and V ′ ⊆ V , then the difference graph is G − 

G′ = (V,E′′), where E′′ contains those edges from G that are not 

in G′ (simple graph). 

 

Example 1.3.3  
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Here are some binary operations between two simple graphs G1 = 

(V1,E1) and G2 = (V2,E2): 

• The union is G1 ∪  G2 = (V1 ∪  V2,E1 ∪  E2) (simple graph). 

• The intersection is G1 ∩ G2 = (V1 ∩ V2,E1 ∩ E2) (simple graph). 

• The ring sum G1⊕G2 is the subgraph of G1∪G2 induced by the edge 

set E1⊕E2 (simple graph). Note! The set operation ⊕ is the symmetric 

difference, i.e. E1 ⊕ E2 = (E1 − E2) ∪  (E2 − E1). Since the ring sum is 

a subgraph induced by an edge set, there are no isolated vertices. All 

three operations are commutative and associative. 
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Example 1.3.4 For the graphs 

 

We have  

 

 



19 

 

Remark 1.3.5 The operations ∪ , ∩ and ⊕ can also be defined for more 

general graphs other than simple graphs. Naturally, we have to ”keep 

track” of the multiplicity of the edges: 

∪  : The multiplicity of an edge in G1 ∪  G2 is the larger of its 

multiplicities in G1 and G2. 

∩ : The multiplicity of an edge in G1 ∩ G2 is the smaller of its 

multiplicities in G1 and G2. 

⊕ : The multiplicity of an edge in G1 ⊕ G2 is |m1 − m2|, where m1 is 

its multiplicity in G1 and m2 is its multiplicity in G2. 

(We assume zero multiplicity for the absence of an edge.) In addition, 

we can generalize the difference operation for all kinds of graphs if we 

take account of the multiplicity. The multiplicity of the edge e in the 

difference G − G′ is  

(also known as the proper difference), where m1 and m2 are the 

multiplicities of e in G1 and G2, respectively. 

If v is a vertex of the graph G = (V,E), then G − v is the subgraph of G 

induced by the vertex set V − {v}. We call this operation the removal 

of a vertex. 

Example 1.3.6 (Continuing from the previous example) 
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Similarly, if e is an edge of the graph G = (V,E), then G − e is graph 

(V,E′), where E′ is obtained by removing e from E. This operation is 

known as removal of an edge. We remark that we are not talking about 

removing an edge as in Set Theory, because the edge can have non unit 

multiplicity and we only remove the edge once. 

Example 1.3.7 (Continuing from the previous example) 

 

If u and v are two distinct vertices of the graph G = (V,E), then we can 

short-circuit the two vertices u and v and obtain the graph (V ′,E′), 

where V ′ = (V − {u, v}) ∪  {w} (w /∈  V is the ”new” vertex) 

andE′ = (E − {(v′, u), (v′, v) | v′ ∈  V }) ∪  {(v′,w) | (v′, u) ∈  E or (v′, v) 

∈  E} 
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∪  {(w,w) | (u, u) ∈  E or (v, v) ∈  E} 

(Recall that the pair of vertices corresponding to an edge is not 

ordered). Note! We have to maintain the multiplicity of the edges. In 

particular, the edge (u, v) becomes a loop. 

Example 1.3.8 (Continuing from the previous example) Short-circuit 

v3 and v4 in the graph G1: 

 

In the graph G = (V,E), contracting the edge e = (u, v) (not a loop) 

means the operation in which we first remove e and then short-circuit u 

and v. (Contracting a loop simply removes that loop.) 

Example 1.3.9 (Continuing from the previous example) We contract 

the edge e3 in G1 by first removing e3 and then short-circuiting v2 and 

v3. 
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Remark 1.3.10 If we restrict short-circuiting and contracting to simple 

graphs, then we remove loops and all but one of the parallel edges 

between end vertices from the results. 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

CHAPTER TWO 

 

The Graphs of Reflexive-

Transitive Relations  
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2.1 Adjacency of binary relations.  

Definition 2.1.1 Let B = {0,1} Boolean set, 𝑋- arbitrary set, and 𝑋2 =

𝑋 × 𝑋 a direct product. The functions 𝑋2 → 𝐵 will be called 

characteristic. Any subset, 𝜎 ⊆ 𝑋2, called a binary relation (or relation) 

on the set X generates characteristic function 

𝜒𝑅: 𝑋
2⟶ 𝐵,     𝜒𝑅(𝑥, 𝑦) = {

1,                      𝑖𝑓 (𝑥, 𝑦) ∈ 𝑅,

0,                     𝑖𝑓   (𝑥, 𝑦) ∉ 𝑅.
   

Next, the function 𝜒𝑅(. , . ) will be denoted by 𝑅(. , . ). 

Definition 2.1.2 Let 𝑋 = 𝑌⋃𝑍- the disjoint union of two subsets 

(allowed that either  Y =∅ or Z =∅). Suppose that the relation 𝜎 ⊆ 𝑋2 

such that 𝜎 (x; y) = 0 for all       (x; y) ∈ 𝑌 × 𝑍: . It generates the 

relation 𝜏 ⊆ 𝑋2 such that 

 

The relation 𝜏 is called adjacent with the relation 𝜎. 

Remark 2.1.3 From the definition above it follows that if the relation 𝜏 

adjacent with a relation 𝜎 then 𝜎 adjacent with a relation 𝜏, and this 

fact we write in the form of a diagram  𝜎
𝑌×𝑍
↔ 𝜏 or  
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And we note that in the block 𝑌 × 𝑍 for the relation 𝜎 we write≪ 

generalized ≫ zero; i.e (x; y) =0 for all (𝑥, 𝑦) ∈ 𝑌 × 𝑍 ; and in the 

same block for the relation 𝜏 we write 1 − 𝜎(𝑦, 𝑥); i.e 𝜏(𝑥, 𝑦) = 1 −

𝜎(𝑦, 𝑥) for all (𝑥, 𝑦) ∈ 𝑌 × 𝑍. 

Example 2.1.4 Let 𝑋 = {1,… ,6} , 𝑌 = {1,2}, 𝑍 = {3,4,5,6} , then: 

 

 

2.2 Reflexive-transitive relation.  

Through V(X) the collection of all reflexive transitive relations defined 

on the set X: In the other words, the relation 𝜎 ⊆ 𝑋2 belong in V(X); if 

it satisfies axioms reflexivity((x; x)∈ 𝜎) and transitive (if (𝑥, 𝑦) ∈

𝜎, (𝑦, 𝑧) ∈ 𝜎 then (𝑥, 𝑧) ∈ 𝜎). And in the terms of characteristic 

function we have : 𝜎 ∈ 𝑉(𝑋) if and only if  

𝜎(𝑥, 𝑥) = 1 for all 𝑥 ∈ 𝑋; 

𝜎(𝑥, 𝑦)𝜎(𝑦, 𝑧) ≤ 𝜎(𝑥, 𝑧) for all 𝑥, 𝑦, 𝑧 ∈ 𝑋. 

For any 𝜎 ∈ 𝑉(𝑋) and 𝑥 ∈ 𝑋 the set  

𝑈𝜎(𝑥) = {𝑦 ∈ 𝑋: 𝜎(𝑥, 𝑦) = 1 }    ………………..(1) 
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Is not empty (since 𝑥 ∈ 𝑈𝜎(𝑥)) 

Proposition 2.2.1 Let 𝜎 ∈ 𝑉(𝑋) and 𝑥, 𝑦 ∈ 𝑋: Then 𝑦 ∈ 𝑈𝜎(𝑥) if and 

only if 𝑈𝜎(𝑦) ⊆ 𝑈𝜎(𝑥). 

Proof: Let 𝑦 ∈ 𝑈𝜎(𝑥) then 𝜎(𝑥, 𝑦) = 1. If 𝑧 ∈ 𝑈𝜎(𝑦) then 𝜎(𝑦, 𝑧) =

1, therefore 𝜎(𝑥, 𝑧) = 1 and 𝑧 ∈ 𝑈𝜎(𝑥), and hence 𝑈𝜎(𝑦) ⊆ 𝑈𝜎(𝑥) the 

proof of conversely its clear.                              ∎ 

Remark 2.2.2 The relation 𝜎 ∈ 𝑉(𝑋) generates an equivalence relation 

on the set X : write x ~ y (or x 
~
𝜎

 y) if and only if 𝑈𝜎(x) = 𝑈𝜎(y): The 

equivalence class containing the element x ∈ X; denote by [𝑥]𝜎 (or [x]). 

Proposition 2.2.3 Let 𝜎 ∈ 𝑉(𝑋) and 𝑥, 𝑦 ∈ 𝑋: The following are 

holds: 

1. [𝑥]𝜎 ⊆ 𝑈𝜎(𝑥); 

2. If 𝑦 ∈ [𝑥]𝜎 , then [𝑦]𝜎 ⊆ 𝑈𝜎(𝑥); therefore  

𝑈𝜎(𝑥) =  ⋃ [𝜉]𝜎
[𝜉]𝜎⊆𝑈𝜎(𝑥)

;      ……………………(2) 

3. 𝜎(𝜉, 𝜂) = 1 for all (𝜉, 𝜂) ∈ [𝑥]𝜎
2 ; 

4. 𝜎(𝜉, 𝜂) = 𝜎(𝑥, 𝑦) for all (𝜉, 𝜂) ∈ [𝑥]𝜎 × [𝑦]𝜎; 

5. If [𝑥]𝜎 ≠ [𝑦]𝜎 then 𝜎(𝜉, 𝜂)𝜎(𝜂, 𝜉) = 0 for all (𝜉, 𝜂) ∈ [𝑥]𝜎 ×

[𝑦]𝜎; 

Proof: 1) Suppose that 𝜉 ∈ [𝑥]𝜎 then x ~ 𝜉 and 𝜉 ∈ 𝑈𝜎(𝜉) = 𝑈𝜎(𝑥).                                        

∎ 

2) From (1) above and proposition (1) we have [𝑦]𝜎 ⊆ 𝑈𝜎(𝑦) ⊆

𝑈𝜎(𝑥). If 𝑧 ∈ ⋃ [𝜉]𝜎[𝜉]𝜎⊆𝑈𝜎(𝑥)  then 𝑧 ∈ [𝜉]𝜎 for some 𝜉, such that 
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[𝜉]𝜎 ⊆ 𝑈𝜎(𝑥), therefore 𝑧 ∈ 𝑈𝜎(𝑥) . Conversely if 𝑧 ∈ 𝑈𝜎(𝑥) then  

[𝑧]𝜎 ⊆ 𝑈𝜎(𝑥) and 𝑧 ∈ [𝑧]𝜎 ⊆ ⋃ [𝜉]𝜎[𝜉]𝜎⊆𝑈𝜎(𝑥) .           ∎ 

                                                                                                                                                                 

3) Since 𝜉~𝜂, then 𝑈𝜎(𝜉) = 𝑈𝜎(𝜂) and hence 𝜂 ∈ 𝑈𝜎(𝜉) and 

 𝜎(𝜉, 𝜂) = 1.                                                     ∎ 

4) If 𝜎(𝜉, 𝜂) = 0 for all 𝜉 ∈ [𝑥]𝜎, 𝜂 ∈ [𝑦]𝜎, then the proof its clear. 

Now suppose that 𝜎(𝑧, 𝑤) = 1 for some 𝑧 ∈ [𝑥]𝜎 and 𝑤 ∈ [𝑦]𝜎, then 

𝑤 ∈ 𝑈𝜎(𝑧) therefore, [𝑤]𝜎 ⊆ 𝑈𝜎(𝑤) ⊆ 𝑈𝜎(𝑧), hence 𝜂 ∈ 𝑈𝜎(𝑧) for 

any 𝜂 ∈ [𝑦]𝜎=𝑈𝜎(𝑤). Since 𝜉 ∈ [𝑥]𝜎=[𝑧]𝜎, then we have 𝑈𝜎(𝜉) =

𝑈𝜎(𝑧), therefore 𝜂 ∈ 𝑈𝜎(𝜉). And hence 𝜎(𝜉, 𝜂) = 1 for all 𝜉 ∈ [𝑥]𝜎 , 

𝜂 ∈ [𝑦]𝜎 .                                                          ∎                                                                    

5) We can prove that by a contradiction i.e  𝜎(𝜉, 𝜂) = 1, 𝜎(𝜂, 𝜉) = 1. 

Then 𝜂 ∈ 𝑈𝜎(𝜉), 𝜉 ∈ 𝑈𝜎(𝜂)  and 𝑈𝜎(𝜂) ⊆ 𝑈𝜎(𝜉) ⊆ 𝑈𝜎(𝜂), hence 

𝜉~𝜂, and this a contradiction since [𝜉]𝜎 = [𝑥]𝜎 ≠ [𝑦]𝜎 = [𝜂]𝜎 .        ∎                                                                                                                                   

2.3 Graph of reflexive-transitive relations. 

Theorem 2.3.1 Let 𝜎 and 𝜏 are adjacent relations defined on the set 

X,(i.e 𝜎
𝑌×𝑍
↔ 𝜏 ). Then 𝜎 ∈ V (X) if and only if 𝜏 ∈ V (X). 

Proof: We will prove that this implication 𝜎 ∈ 𝑉(𝑋) ⟹ 𝜏 ∈ 𝑉(𝑋).  

Reflexivity. Let 𝜎 ∈V(X) since 𝜎 and 𝜏 are adjacent relations then 

𝜎(𝑥, 𝑥) = 𝜏(𝑥, 𝑥) = 1 for all 𝑥 ∈ 𝑋, and this proof for reflexive 

relation 𝜏. 

Transitivity. Let 𝑥, 𝑦, 𝑧 ∈ 𝑋 such that 𝜏(𝑥, 𝑦) = 𝜏(𝑦, 𝑧) = 1 , 



27 

 

i) Suppose that 𝑦 ∈ 𝑌 sine 𝜏(𝜉, 𝑦) = 0 for all 𝜉 ∈ 𝑍, then 𝑥 ∈ 𝑌 , if  

𝑧 ∈ 𝑌 then 𝜎(𝑥, 𝑦) = 𝜏(𝑥, 𝑦) = 1 and 𝜎(𝑦, 𝑧) = 𝜏(𝑦, 𝑧) = 1 and since 

𝜎 ∈V(X) then 𝜎(𝑥, 𝑧) =1, therefore 𝜏(𝑥, 𝑧) = 1 and hence 𝑧 ∈ 𝑍 then 

𝜎(𝑥, 𝑦) = 𝜏(𝑥, 𝑦) = 1 and 𝜎(𝑧, 𝑦) = 1 − 𝜏(𝑦, 𝑧) = 0 and since 

𝜎 ∈V(X) then 𝜎(𝑧, 𝑥) = 𝜎(𝑧, 𝑥)𝜎(𝑥, 𝑦) ≤ 𝜎(𝑧, 𝑦) and hence 𝜎(𝑧, 𝑥) =

0 therefore, 𝜏(𝑥, 𝑧) = 1. 

ii) Suppose that 𝑦 ∈ 𝑍. Since 𝜏(𝑦, 𝜂) = 0 for all 𝜂 ∈ 𝑌 then 𝑧 ∈ 𝑍. If 

𝑥 ∈ 𝑍, then 𝜎(𝑥, 𝑦) = 𝜏(𝑥, 𝑦) = 1 and 𝜎(𝑦, 𝑧) = 𝜏(𝑦, 𝑧) = 1, and since 

𝜎 ∈V(X) , then 𝜎(𝑥, 𝑧) = 1 therefore, 𝜏(𝑥, 𝑧) = 1 .if 𝑥 ∈ 𝑌, then 

𝜎(𝑦, 𝑧) = 𝜏(𝑦, 𝑧) = 1 and 𝜎(𝑦, 𝑥) = 1 − 𝜏(𝑥, 𝑦) = 0 , and since 

𝜎 ∈V(X), then 𝜎(𝑧, 𝑥) = 𝜎(𝑦, 𝑧)𝜎(𝑧, 𝑥) ≤ 𝜎(𝑦, 𝑥) = 0 hence 𝜎(𝑧, 𝑥) =

0 therefore 𝜏(𝑥, 𝑧) = 1. Thus, in all cases we get the equality 𝜏(𝑥, 𝑧) =

1.                                                                                          ∎ 

Remarks 2.3.2 1) Thus, the set X generates a pair < 𝑉(𝑋), 𝐸(𝑋) > 

where V (X) this is a set of ((vertices)) consist of the set of all reflexive 

- transitive relations and E(X)  a set of ((edges)), consist of the set of all 

unordered distinct pairs of adjacent 

reflexive - transitive relations of the set X .The pair G(X) =<V 

(X);E(X) > will be called (undirected) ((graph)) of reflexive - transitive 

relations of the set X. 

2) We say that the reflexive - transitive relations 𝜎 and 𝜏 belong to the 

same connected component of the graph G(X); if there is a finite 

sequence of reflexive 
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- transitive relations 𝜎 = 𝜎1, 𝜎2, … , 𝜎𝑚 = 𝜏; which the relations 

𝜎𝑘−1 and 𝜎𝑘 are adjacent with all k = 2,…,m. We denote 𝐺𝜎(𝑋) is the 

connected component of the graph G(X); which that contains the 

reflexive - transitive relation 𝜎.  

 

2.4 The structure of the graph reflexive-transitive relations. 

Let 𝜎 ∈ V (X): Through [𝑋]𝜎denoted the set of all equivalence class of 

the set X; (i.e [𝑋]𝜎 = {[𝑥]𝜎}𝑥∈𝑋 = {𝑥}𝑥∈𝑋). Due to the point (4) of 

proposition (2) we can define the following characteristic function  𝜎 ∶

[𝑥]𝜎
2 → 𝐵 such that: 

𝜎(�̅�, �̅�) = 𝜎(𝜉, 𝜂) where (𝜉, 𝜂) for any order pair in the direct product 

�̅� × �̅� it is clear that: 

𝜎(�̅�, �̅�) = 𝜎(𝑥, 𝑦)=1 for all �̅� ∈ [𝑋]𝜎 

𝜎(�̅�, �̅�)𝜎(�̅�, 𝑧̅) = 𝜎(𝑥, 𝑦)𝜎(𝑦, 𝑧) ≤ 𝜎(𝑥, 𝑧) = 𝜎(�̅�, 𝑧̅)  

for all �̅�, �̅�, 𝑧̅ ∈ [𝑋]𝜎; 

𝜎(�̅�, �̅�)𝜎(�̅�, �̅�) = 𝜎(𝑥, 𝑦)𝜎(𝑦, 𝑥) = 𝛿�̅��̅� for all �̅�, �̅� ∈ [𝑋]𝜎where δx̅y̅ 

symbol Kronecker. 

This means, that 𝜎 it generates a partial order 𝜎 on the set [𝑋]𝜎. 

Consequently, in accordance with the concept of graph of the partial 

order that 𝜎 generated a graph 𝐺0([𝑋]𝜎) =< 𝑉0([𝑋]𝜎), 𝐸([𝑋]𝜎) >  

where 𝑉0([𝑋]𝜎) − this is a set of partial order defined on the set [𝑋]𝜎 ; 

and 𝐸([𝑋]𝜎) − this is a set of edges, consist of unordered pairs of 

distinct sets of adjacent partial orders of the set [𝑋]𝜎 Thus, 𝜎 ∈ 
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𝑉0([𝑋]𝜎) the components of the graph 𝐺0([𝑋]𝜎); contains a partial 

order 𝜎 (denoted by 𝐺0
�̅�([𝑋]𝜎). 

Example 2.4.1 Let 𝑋 = {1,2,3}, 𝜎 = [
1 1 1
1 1 1
0 0 1

] ,  

then 𝐺𝜎(𝑋) = 〈(
1 1 1
1 1 1
0 1 1

) ⟷ (
1 1 0
1 1 0
0 0 1

) ⟷ (
1 1 0
1 1 0
1 1 1

)〉 

[𝑋]𝜎 = {1̅, 3̅} ={{1,2},{3}},  𝜎 = [
1 1
0 1

], 

  𝐺0([𝑋]𝜎) = 𝐺0
�̅�([𝑋]𝜎)=〈(

1 1
0 1

) ⟷ (
1 0
0 1

) ⟷ (
1 0
1 1

)〉 

We say that the relations 𝜎, 𝜏 ∈V (X) are of the same type if  [𝑋]𝜎 =

[𝑋]𝜏. 

Proposition 2.4.2 If  𝜎 ,  𝜏 − are adjacent reflexive - transitive relations 

defined on the set X; then [𝑋]𝜎 = [𝑋]𝜏 .  

Proof: Since 𝜎 ,  𝜏 − are adjacent then 𝜎
𝑌×𝑍
↔ 𝜏 , 𝑋 = 𝑌 ∪ 𝑍. Let 𝑥, 𝑦 ∈

𝑋 By virtue of the symmetry of the proposition , it suffices to show the 

implication 𝑥~𝜎𝑦 ⟹ 𝑥~𝜏𝑦 or [𝑥]𝜎 = [𝑦]𝜎 ⟹ [𝑥]𝜏 = [𝑦]𝜏 . Suppose 

that [𝑥]𝜎 = [𝑦]𝜎  and [𝑥]𝜏 ≠ [𝑦]𝜏 then according to (5) of proposition 

(2) we have 𝜏(𝑥, 𝑦)𝜏(𝑦, 𝑥) = 0. And according to (3) of the same 

proposition we have the 𝜎(𝑥, 𝑦) = 𝜎(𝑦, 𝑥) = 1, therefore (𝑥, 𝑦) ∉ 𝑌 ×

𝑍 and (𝑦, 𝑥) ∉ 𝑌 × 𝑍 and hence (𝑥, 𝑦), (𝑦, 𝑥) ∈ 𝑌2 ∪ 𝑍2 and then 

𝜏(𝑥, 𝑦) = 𝜎(𝑥, 𝑦) = 1 , 𝜏(𝑦, 𝑥) = 𝜎(𝑦, 𝑥) = 1 and this a contradiction 

with [𝑥]𝜏 ≠ [𝑦]𝜏.Then [𝑥]𝜏 = [𝑦]𝜏.                                    ∎ 
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 Remark 2.4.3 In the process of the proof, we showed, in particular, 

that if 𝜎
𝑌×𝑍
↔ 𝜏, then for any 𝑥 ∈ 𝑋 = 𝑌 ∪ 𝑍 there is an alternative: 

either �̅� ⊆ 𝑌, or �̅� ⊆ 𝑍. In the other word [𝑋] = [𝑋]𝜎 = [𝑋]𝜏 is 

representable as a disjoint union : 

[𝑋] = [𝑌] ∪ [𝑍],     [𝑌] = {�̅� ∈ [𝑋]: �̅�  ⊆ 𝑌},    [𝑍]

= {�̅� ∈ [𝑋]: �̅�  ⊆ 𝑍}.  ………… …… (3)  

Remark 2.4.4 In the final analysis, we established that any relation 

𝜎 ∈ 𝑉(𝑋) generated a connected component 𝐺𝜎(𝑋) of the graph 𝐺(𝑋). 

The set [𝑋]𝜎  is the equivalence class of the partial order 𝜎 ∈ 𝑉0([𝑋]𝜎), 

of the graph 𝐺0([𝑋]𝜎) and his connected components is 𝐺0
�̅�([𝑋]𝜎).  

Furthermore, if  𝜏 ∈ 𝐺𝜎(𝑋), then 𝐺𝜏(𝑋) = 𝐺𝜎(𝑋) and [𝑋]𝜏 = [𝑋]𝜎 . 

In the following proposition we proved that 𝐺0
�̅�([𝑋]𝜏) = 𝐺0

�̅�([𝑋]𝜎). 

Proposition 2.4.5 Let 𝜎  and 𝜏 reflexive-transitive relations defined on 

the set X; and 𝜎 , 𝜏̅ − the partial orders generated by 𝜎  and 𝜏 defined 

on the sets [𝑋]𝜎 and [𝑋]𝜏  respectively. Then 𝜎  and 𝜏 are adjacent 

relations if and only if  𝜎  and 𝜏̅ are adjacent relations. 

Proof: Since 𝜎, 𝜏 ∈ 𝑉(𝑋), then 𝜎 ∈ 𝐺0
�̅�([𝑋]𝜎), 𝜏̅ ∈ 𝐺0

�̅�([𝑋]𝜏). Suppose 

that, 𝜎  and 𝜏 are adjacent relations then there exists 𝑋 = 𝑌 ∪ 𝑍 such 

that 𝜎
𝑌×𝑍
↔ 𝜏. According to the proposition (3) we have [𝑋]𝜎= [𝑋]𝜏, and 

from the formula (3) we get: 

[𝑋] = [𝑋]𝜎 = [𝑋]𝜏 = [𝑌] ∪ [𝑍] . And from the definition (2) we get 

the following:  
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𝜎(�̅�, �̅�) = 𝜎(𝑥, 𝑦) = 0 for all (�̅�, �̅�) ∈ [𝑌] × [𝑍], 

𝜏̅(�̅�, �̅�) = 𝜏(𝑥, 𝑦) = 1 − 𝜎(𝑦, 𝑥) = 1 − 𝜎(�̅�, �̅�) for all (�̅�, �̅�) ∈ [𝑌] ×

[𝑍], 

𝜏̅(�̅�, �̅�) = 𝜏(𝑥, 𝑦) = 0 for all (�̅�, �̅�) ∈ [𝑍] × [𝑌], 

𝜏̅(�̅�, �̅�) = 𝜏(𝑥, 𝑦) = 𝜎(𝑥, 𝑦) = 𝜎(�̅�, �̅�) for all (�̅�, �̅�) ∈ [𝑌]2 ∪ [𝑍]2.  

And therefore, 𝜎
[𝑌]×[𝑍]
↔    𝜏̅ , (i.e 𝜎 , 𝜏̅ are adjacent relations).  

Conversely: Suppose that  𝜎  and 𝜏̅ are adjacent relations then 

𝐺0
�̅�([𝑋]𝜎)  = 𝐺0

�̅�([𝑋]𝜏) and in particular [𝑋]𝜎= [𝑋]𝜏. Let [𝑋] = [𝑋]𝜎= 

[𝑋]𝜏. Since 𝜎  and 𝜏̅ are adjacent relations then there exist [𝑋] − [𝑌] ∪

[𝑍] such that 𝜎
[𝑌]×[𝑍]
↔    𝜏̅  and again from the definition (2) if  𝑌 = {𝑥 ∈

𝑋: �̅� ∈ [𝑌]} and 𝑍 = {𝑥 ∈ 𝑋: �̅� ∈ [𝑍]} then we get the following:  

𝜎(𝑥, 𝑦) = 𝜎(�̅�, �̅�) = 0 for all (𝑥, 𝑦) ∈ 𝑌 × 𝑍, 

𝜏(𝑥, 𝑦) = 𝜏̅(�̅�, �̅�) = 1 − 𝜎(�̅�, �̅�) = 1 − 𝜎(𝑦, 𝑥) for all (𝑥, 𝑦) ∈ 𝑌 × 𝑍, 

𝜏(𝑥, 𝑦) = 𝜏̅(�̅�, �̅�) = 0 for all (𝑥, 𝑦) ∈ 𝑍 × 𝑌, 

𝜏(𝑥, 𝑦) = 𝜏̅(�̅�, �̅�) = 𝜎(�̅�, �̅�) = 𝜎(𝑥, 𝑦) for all (𝑥, 𝑦) ∈ 𝑌2 ∪ 𝑍2.  

And therefore, 𝜎
𝑌×𝑍
↔ 𝜏 (i.e 𝜎  and 𝜏 are adjacent relations).                                      

Proposition 2.4.6 For any 𝜎 ∈ 𝑉(𝑋) Then the connected graphs 𝐺𝜎(𝑋) 

and 𝐺0
�̅�([𝑋]𝜎) are isomorphic. 

Proof: It is clear from proposition (4). 

Proposition 2.4.7 Let 𝜎 ∈ 𝑉(𝑋) and 𝑥 ∈ 𝑋. There exist a unique 𝜏 ∈

𝐺𝜎(𝑋) such that 𝜏(𝑥, 𝑦) = 𝜏(𝑦, 𝑥) = 𝛿�̅��̅� for all 𝑦 ∈ 𝑋.  
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Proof: The connected graphs 𝐺𝜎(𝑋) and 𝐺0
�̅�([𝑋]𝜎) are isomorphic and 

from the proposition in [1] there exist a unique 𝜏̅ ∈ 𝐺0
�̅�([𝑋]𝜎) such that 

𝜏̅(�̅�, �̅�) = 𝜏̅(�̅�, �̅�) = 𝛿�̅��̅� for all �̅� ∈ [𝑋]𝜎 . Through 𝜏 is the generated 

relation 𝜏̅ from the isomorphism graphs 𝐺𝜎(𝑋) → 𝐺0
�̅�([𝑋]𝜎) then 𝜏 ∈

𝐺𝜎(𝑋) and 𝜏(𝑥, 𝑦) = 𝜏̅(�̅�, �̅�) = 𝛿�̅��̅� and 𝜏(𝑦, 𝑥) = 𝜏̅(�̅�, �̅�) = 𝛿�̅��̅� for all 

𝑦 ∈ 𝑋.                    ∎     

And hence if we fixed a reflexive – transitive relation 𝜎 ∈ 𝑉(𝑋) we can 

define the mapping 𝑋 → 𝐺𝜎(𝑋), where 𝑥 ∈ 𝑋 we get reflexive – 

transitive relation 𝜎[𝑥] and it is clear that if  𝑥~𝑦, then 𝜎[𝑥] = 𝜎[𝑦],  

Example 2.4.8 We can show that the graphs 𝐺𝜎(𝑋) and 𝐺0
�̅�([𝑋]𝜎)  in 

example 2 are isomorphic and 𝜎[1] = 𝜎[2] = 𝜎[3] = [
1 1 0
1 1 0
0 0 1

]. Let 

𝑋 = {1,2,3,4},  

𝜎 = [

1  1  1  1
1  1  1  1
0  0  1  1
0  0  0  1

] . Then [𝑋]𝜎 = {{1,2}, {3}, {4}}, 𝜎
[1] = 𝜎[2] =

[

1  1  0  0
1  1  0  0
0  0  1  1
0  0  0  1

], 

𝜎[3] = [

1  1  0  0
1  1  0  0
0  0  1  0
0  0  0  1

],  𝜎[4] = [

1  1  1  0
1  1  1  0
0  0  1  0
0  0  0  1

], 
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Where 𝜎′ = [

1  1  0  0
1  1  0  0
1  1  1  0
1  1  0  1

]   ,      𝜎′′ = [

1  1  1  0
1  1  1  0
0  0  1  0
1  1  1  1

] 

 

 

 

 

 

 

 

𝜎′ 

𝜎[1] 
 

𝜎[3] 
 

𝜎 𝜎[4] 𝜎′′ 



 

 

 

 

 

 

 

 

 
 

 

 

CHAPTER THREE 

 

GRAPH OF FINITE 

TOPOLOGY 
 

 

 

 

 

 

 

 

 



34 

 

3.1 Bijection between finite-reflexive transitive relations and 

finite topologies.      
              

The relation 𝜎 ∈ 𝑉(𝑋) will be called finite, if the set [𝑋]𝜎 consists 

of a finite number of equivalence classes, i.e. [𝑋]𝜎 < ∞ . The 

collection of all such relations denote by W(X): Obviously, W(X) ⊆ 

V (X). We fix an arbitrary set X: The set of all subsets is called a 

topology on X see[2] . Next, we consider that 𝑇 − the finite 

topology on the set X: Then for any 𝑥 ∈ 𝑋 there is the smallest 

open set 𝑆𝑇(𝑥); containing the point x; where 𝑆𝑇(𝑥) − is the 

intersection of all open sets containing the point x. 

Proposition 3.1.1 Let 𝑇 − the finite topology defined on the set 𝑋, 

𝑆 ∈ 𝑇 and 𝑥, 𝑦, 𝑧 ∈ 𝑋. 

1. If 𝑥 ∈ 𝑆, then 𝑆𝑇(𝑥) ⊆ 𝑆. Then the following holds: 𝑆 =

⋃ 𝑆𝑇(𝑥).𝑥∈𝑆   

2. 𝑦 ∈ 𝑆𝑇(𝑥) if and only if 𝑆𝑇(𝑦) = 𝑆𝑇(𝑥). 

3. If 𝑦 ∈ 𝑆𝑇(𝑥), 𝑧 ∈ 𝑆𝑇(𝑦), then 𝑧 ∈ 𝑆𝑇(𝑥).  

Proof: 1. Let 𝑥 ∈ 𝑆. Since 𝑆𝑇(𝑥) − is the intersection of all open 

sets containing the point x, then 𝑆𝑇(𝑥) ⊆ 𝑆. Furthermore, 𝑆 =

⋃ {𝑥}𝑥∈𝑆 ⊆ ⋃ 𝑆𝑇𝑥∈𝑆 (𝑥) ⊆ 𝑆.  

1. If 𝑦 ∈ 𝑆𝑇(𝑥), then 𝑆𝑇(𝑦) ⊆ 𝑆𝑇(𝑥). And the conversely it is 

clear. 

2. Since 𝑆𝑇(𝑦) ⊆ 𝑆𝑇(𝑥) and 𝑆𝑇(𝑧) ⊆ 𝑆𝑇(𝑦), then 𝑆𝑇(𝑧) ⊆

𝑆𝑇(𝑥), therefore, 𝑧 ∈ 𝑆𝑇(𝑥).    ∎                                                                                                      
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Now we fix on the set 𝑋 finite topology 𝑇 and construct the 

function 𝜎: 𝑋2 → 𝐵 such that 𝜎(𝑥, 𝑦) = 1, if 𝑦 ∈ 𝑆𝑇(𝑥), otherwise 

𝜎(𝑥, 𝑦) = 0. We show that 𝜎 the characteristic function for some 

reflexive- transitive relation therefore for any 𝑥 ∈ 𝑋 then 𝑥 ∈

𝑆𝑇(𝑥), therefore 𝜎(𝑥, 𝑥) = 1.  

Proved the equality 𝜎(𝑥, 𝑦)𝜎(𝑦, 𝑧) ≤ 𝜎(𝑥, 𝑧). If 𝜎(𝑥, 𝑦) =

1, 𝜎(𝑦, 𝑧) = 1, then 𝑦 ∈ 𝑆𝑇(𝑥) , 𝑧 ∈ 𝑆𝑇(𝑦), therefore 𝑧 ∈ 𝑆𝑇(𝑥), 

(see proposition 7) hence 𝜎(𝑥, 𝑧) = 1. And the others cases 

travails. And therefore 𝜎 ∈ 𝑉(𝑋), and hence 𝜎 ∈ 𝑊(𝑋) . Then for 

any 𝑥 ∈ 𝑋 we get the following: 

𝑆𝑇(𝑥) = {𝑦 ∈ 𝑋: 𝜎(𝑥, 𝑦) = 1}  and since from (1) we get 𝑈𝜎(𝑥) =

𝑆𝑇(𝑥) ………………….(5) 

And since for 𝑆𝑇(𝑥) ∈ 𝑇, then for any set 𝑈𝜎(𝑥) generated the 

topology 𝑇, hence the number of these finite . Since [𝑥]𝜎 =

{𝑦 ∈ 𝑋:𝑈𝜎(𝑦) = 𝑈𝜎(𝑥)}, then the number of the equivalence 

classes [𝑥]𝜎 also finite then 𝜎 ∈ 𝑊(𝑋). 

For any topological spaces (𝑋, 𝑇), 𝑐𝑎𝑟𝑑 𝑇 < ∞, generated the 

binary relation 𝜎 ∈ 𝑊(𝑋) in other words if 𝑇(𝑋) − is the 

collection of all topological spaces defined on the set 𝑋, the 

defined the mapping Φ:𝑇(𝑋) → 𝑊(𝑋),      𝑇 → 𝜎. 

Theorem 3.1.2 The mapping Φ:𝑇(𝑋) → 𝑊(𝑋) is bijective.  

Proof: If 𝑇, 𝑇′ ∈ 𝑇(𝑋), 𝑇 ≠ 𝑇′, then there exist a set 𝑆 ⊆ 𝑋 such 

that 𝑆 ∈ 𝑇 and 𝑆 ∉ 𝑇′. Then 𝑆 = ⋃ 𝑆𝑇(𝑥)𝑥∈𝑆  and there is 𝑦 ∈ 𝑆 
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such that 𝑆𝑇(𝑦) ≠ 𝑆𝑇′(𝑦) and we get a contradiction since 𝑆 =

⋃ 𝑆𝑇(𝑥)𝑥∈𝑆 = ⋃ 𝑆𝑇′(𝑥) ∈ 𝑇
′

𝑥∈𝑆  therefore, if 𝜎 = Φ(𝑇),   𝜎′ =

Φ(𝑇′) , then there exist 𝑧 ∈ 𝑋 such that 𝜎(𝑦, 𝑧) ≠ 𝜎′(𝑦, 𝑧). Hence 

𝜎 ≠ 𝜎′ then Φ: 𝑇(𝑋) → 𝑊(𝑋) injective mapping. 

Now to prove that Φ: 𝑇(𝑋) → 𝑊(𝑋) surjective mapping we fixed 

𝜎 ∈ 𝑊(𝑋) . 𝑇 denoted the family of all subset of  𝑋 , each set of 

these is from the form (1) in other word 𝑆 ∈ 𝑇, if there exist 𝐴 ⊆

𝑋, such that 𝑐𝑎𝑟𝑑 𝐴 < ∞ and 𝑆 = ⋃ 𝑈𝜎(𝑥).𝑥∈𝐴  It is clear that ∅ ∈

𝑇. And 𝑋 = ⋃ [𝑥]𝜎 ⊆[𝑥]𝜎⊆𝑋 ⋃ 𝑈𝜎(𝑥) ⊆[𝑥]𝜎⊆𝑋 𝑋, we get 𝑋 =

⋃ 𝑈𝜎(𝑥)[𝑥]𝜎⊆𝑋 . Since 𝑐𝑎𝑟𝑑 [𝑋]𝜎 < ∞, then 𝑋 ∈ 𝑇. If 𝐹, 𝐺 ∈ 𝑇, 

then it is clear that 𝐹 ∪ 𝐺 ∈ 𝑇 then we get the following 

implication:  

𝐹 =⋃𝑈𝜎(𝑥),    𝐺 =

𝑥∈𝐴

⋃𝑈𝜎(𝑦)

𝑦∈𝐵

 ⟹ 𝐹 ∩ 𝐺

= ⋃ (𝑈𝜎(𝑥) ∩ 𝑈𝜎(𝑦)).

𝑥∈𝐴,𝑦∈𝐵

  

If 𝑆 = 𝑈𝜎(𝑥) ∩ 𝑈𝜎(𝑦) ≠ ∅, then 𝑧 ∈ 𝑆 because 𝑧 ∈ 𝑈𝜎(𝑥) and 𝑧 ∈

𝑈𝜎(𝑦), therefore 𝑈𝜎(𝑧) ⊆ 𝑈𝜎(𝑥) and 𝑈𝜎(𝑧) ⊆ 𝑈𝜎(𝑦), therefore 

[𝑧]𝜎 ⊆ 𝑈𝜎(𝑧) ⊆ 𝑆 and 𝑆 = ⋃ {𝑧} ⊆ ⋃ 𝑈𝜎(𝑧) ⊆ 𝑆.𝑧∈𝑆𝑧∈𝑆  Hence 

𝑆 = ⋃ 𝑈𝜎(𝑧).𝑧∈𝑆  Next let 𝑄 = ⋃ 𝑈𝜎(𝑧)[𝑧]𝜎⊆𝑆  (since 𝑐𝑎𝑟𝑑 [𝑋]𝜎 <

∞, then 𝑄 ∈ 𝑇. ) If 𝑤 ∈ 𝑄, then there exist 𝑧 ∈ 𝑆 such that [𝑧]𝜎 ⊆

𝑆 and 𝑤 ∈ 𝑈𝜎(𝑧), therefore 𝑤 ∈ 𝑆 and hence 𝑄 ⊆ 𝑆 now if 𝑤 ∈ 𝑆 

then there exist 𝑧 ∈ 𝑆 such that 𝑤 ∈ 𝑈𝜎(𝑧) then from the above we 
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proved that the implication 𝑧 ∈ 𝑆 ⟹ [𝑧]𝜎 ⊆ 𝑆, and hence 𝑤 ∈ 𝑄, 

then  𝑆 ⊆ 𝑄. Then 𝑆 = 𝑄 ∈ 𝑇, and since 𝑐𝑎𝑟𝑑 𝐴 < ∞  and  

𝑐𝑎𝑟𝑑 𝐵 < ∞ then 𝐹 ∩ 𝐺 ∈ 𝑇. Therefore, 𝑇 ∈ 𝑇(𝑋). and from the 

definition of the family of  𝑇  show that 𝑈𝜎(𝑥) ∈ 𝑇 for all 𝑥 ∈ 𝑋, 

then there exist 𝑈𝜎(𝑥) − open set in topology 𝑇  since 𝑥 ∈

𝑈𝜎(𝑥),  and 𝑆𝑇(𝑥) − the intersection of all open sets contains the 

point 𝑥, then 𝑆𝑇(𝑥) ⊆ 𝑈𝜎(𝑥). In the other word for the set 𝑆𝑇(𝑥) as 

element in topology 𝑇 we get  𝑆𝑇(𝑥) = ⋃ 𝑈𝜎(𝑧),𝑧∈𝐴  𝑐𝑎𝑟𝑑 𝐴 < ∞, 

and since 𝑥 ∈ 𝑆𝑇(𝑥) then there exist 𝑧 ∈ 𝐴 such that 𝑥 ∈ 𝑈𝜎(𝑧) , 

therefore, 𝑈𝜎(𝑥) ⊆ 𝑈𝜎(𝑧) ⊆ 𝑆𝑇(𝑥). Hence 𝑆𝑇(𝑥) = 𝑈𝜎(𝑥) for all 

𝑥 ∈ 𝑋. Let 𝜎′ = Φ(𝑇).  And from (5) we get 𝑈𝜎′(𝑥) = 𝑆𝑇(𝑥), 

therefore, 𝑈𝜎(𝑥) = 𝑈𝜎′(𝑥) for all 𝑥 ∈ 𝑋 then 𝜎 = 𝜎′ and  Φ(𝑇) =

𝜎. ∎ 

3.2 The graph of finite topology. Now suppose that 𝑐𝑎𝑟𝑑 𝑋 <

∞, it clear that for any topology 𝑇 define on the set 𝑋 is finite and 

for any 𝜎 ∈ 𝑉(𝑋) then  𝑐𝑎𝑟𝑑 [𝑋]𝜎 < ∞,  therefore, 𝜎 ∈ 𝑊(𝑋). 

Hence 𝑊(𝑋) = 𝑉(𝑋) and 𝐼𝑚 Φ = 𝑉(𝑋). And from the bijection 

Φ−1: 𝑉(𝑋) → 𝑇(𝑋) we can consider that the vertices of the graph 

(𝑉(𝑋), 𝐸(𝑋)) is the finite topology (the elements of the set 𝑇(𝑋)). 

And from this we can say that if 𝑇, 𝑇′ ∈ 𝑇(𝑋) are adjacent vertices 

if Φ(𝑇),Φ(𝑇′) ∈ 𝑉(𝑋) are adjacent and hence we can said that 

(𝑇(𝑋), 𝐸(𝑋)) − graph of finite topology. 
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Example 3.2.1 In the example 3 the topology Φ−1(𝜎) =

{∅, {1,2,3,4}, {3,4}, {4}} adjacent with the topologies: 

Φ−1(𝜎[1]) = {∅, {1,2}, {3,4}, {4}, {1,2,4}, {1,2,3,4}}, 

Φ−1(𝜎[4]) = {∅, {1,2,3}, {3}, {4}, {3,4}, {1,2,3,4}} 

Which these also adjacent.  

The family {𝑋1, … , 𝑋𝑚}, which contains the all subset of the set 𝑋, 

is called the partitions of the set 𝑋 if ⋃ 𝑋𝑘 = 𝑋
𝑚
𝑘=1  and 𝑋𝑖 ∩ 𝑋𝑗 = ∅ 

where 𝑖 ≠ 𝑗.It clear that 𝑚 ≤ 𝑛 and we denoted the collection of 

all these partition by 𝛽(𝑋), and we denoted that the family of 

partition which equle to 𝑚 component by 𝛽𝑚(𝑋) then it is known 

that 𝛽𝑚(𝑋) = 𝑆(𝑛,𝑚), where  𝑆(𝑛,𝑚) − is Stirling numbers of the 

second kind (see the example in [3] p. 102) and we known that 

𝑆(𝑛,𝑚) =
1

𝑚!
∑ (−1)𝑚−𝑘𝑚
𝑘=0 (

𝑚
𝑘
)𝐾𝑛 (see [3] p. 121). 

It is clear that for any 𝜎 ∈ 𝑉(𝑋) the family [𝑋]𝜎 represented a 

partition of the set 𝑋. 

Remark 3.2.2 Through 𝑉0(𝑋) − denote the collection of all partial 

order defined on the set 𝑋. Then there exist one-to-one 

correspondence between these collection and the collection of all 

labeled transitive graphs define on the set 𝑋(see example in [4] 

p.28) and in turn, there is a one-to-one correspondence between 

this set and the set of all labeled 𝑇0 −topology defined on the set 
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𝑋. (see example in [5] p. 256) and denote the number of these 

topologies by 𝑇0(𝑛) and 𝑇0(0) = 1. 

 

Now we prove that the following theorem  

Theorem 3.2.3  Let 𝑛 ∈ ℕ,    𝐺(𝑋) = 〈𝑉(𝑋), 𝐸(𝑋)〉 the graph of 

reflexive- transitive relation defined on the set 𝑋 = {1,2, … , 𝑛}. 

Then 𝑐𝑎𝑟𝑑 𝑉(𝑋) = ∑ 𝑆(𝑛,𝑚)𝑇0(𝑚)
𝑛
𝑚=1 , and if  [𝐺(𝑋)] − is the 

collection of all component graph 𝐺(𝑋) then 𝑐𝑎𝑟𝑑 [𝐺(𝑋)] =

∑ 𝑆(𝑛,𝑚)𝑇0(𝑚 − 1)
𝑛
𝑚=1 ,  

Proof: This formula 𝑐𝑎𝑟𝑑 𝑉(𝑋) = ∑ 𝑆(𝑛,𝑚)𝑇0(𝑚)
𝑛
𝑚=1  we can 

find in [6],[7] and [8] Now to prove that 𝑐𝑎𝑟𝑑 [𝐺(𝑋)] =

∑ 𝑆(𝑛,𝑚)𝑇0(𝑚 − 1)
𝑛
𝑚=1  . Suppose that Φ:𝑇(𝑋) → 𝑉(𝑋). Since 

from proposition(3) all vertices of connected component 𝐺𝜎(𝑋) of 

the graph 〈𝑉(𝑋), 𝐸(𝑋)〉 have the same type [𝑋]𝜎 , therefore for any 

{𝑋1, … , 𝑋𝑚} ∈ 𝛽(𝑋) define the family of connected graphs 

𝐺(𝑋1, … , 𝑋𝑚) = {𝐺𝜎(𝑋): [𝑋]𝜎 = {𝑋1, … , 𝑋𝑚}}. Let [𝐺(𝑋)] −the 

family of all connected component graphs. Then : 

[𝐺(𝑋)] = ⋃ 𝐺(

{𝑋1,…,𝑋𝑚}∈𝛽(𝑋)

𝑋1, … , 𝑋𝑚), 
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𝑐𝑎𝑟𝑑[𝐺(𝑋)]

= ∑ 𝑐𝑎𝑟𝑑𝐺(𝑋1, … , 𝑋𝑚) =

{𝑋1,…,𝑋𝑚}∈𝛽(𝑋)

= ∑ ∑ 𝑐𝑎𝑟𝑑 𝐺({𝑋1, … , 𝑋𝑚} ∈ 𝛽(𝑋))

{𝑋1,…,𝑋𝑚}∈𝛽(𝑋)

𝑛

𝑚=1

. 

We fixed the partition 𝑃 = {{𝑋1, … , 𝑋𝑚}. It is clear that, 𝑃 ∈

𝛽𝑚(𝑋). Moreover 𝑃 generated the family 𝐺(𝑋1, … , 𝑋𝑚) and the 

graph 𝐺0(𝑃), the vertices of these graph are partial orders wich 

define on the set 𝑃 .We denoted the family of all connected 

component graphs 𝐺0(𝑃) by [𝐺0(𝑃)] and from the theorem (1) in 

[1] we get that 𝑐𝑎𝑟𝑑 [𝐺0(𝑃)] = 𝑇0(𝑚 − 1). 

Fix the connected component 𝐺𝜎(𝑋) ∈ 𝐺((𝑋1, … , 𝑋𝑚), and let 

𝜎′ ∈ 𝑉(𝑋) − its representative (without loss of generality, we can 

assume that 𝜎′ = 𝜎). It is clear that, [𝑋]𝜎 = 𝑃. Since from the 

remark(6) the relation 𝜎 generated partial order 𝜎 ∈ 𝑉0([𝑋]𝜎) =

𝑉0(𝑃) and connected components 𝐺0
�̅�([𝑋]𝜎) = 𝐺0

�̅�(𝑃) of the graph 

𝐺0([𝑋]𝜎) = 𝐺0(𝑃). And hence we can define the mapping 

𝜑: 𝐺𝜎(𝑋) → 𝐺0
�̅�(𝑃), acting from 𝐺((𝑋1, … , 𝑋𝑚) in [𝐺0(𝑃)].  

Iinjectivity  𝝋. Suppose that 𝐺0
�̅�(𝑃) = 𝐺0

�̅�(𝑃) for some 𝜎, 𝜏 ∈

𝑉(𝑋). Then 𝜏̅𝐺0
�̅�(𝑃) without loss of generality, we can assume that 

𝜎, 𝜏̅ − are adjacent partial order and since from proposition (4) 𝜎 

and 𝜏 also adjacent therefore 𝐺𝜎(𝑋) = 𝐺𝜏(𝑋). 
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Surjectivity  𝝋. Let 𝐺0
�̅�(𝑃) ∈ [𝐺0(𝑃)] for some partial order  �̅� ∈

𝑉0(𝑃). Then generated the function 𝜎: 𝑋2 → 𝐵 such that 𝜎(𝑥, 𝑦) =

𝜏̅(𝑋𝑖 , 𝑋𝑗) for all (𝑥, 𝑦) ∈ 𝑋𝑖 × 𝑋𝑗 . If (𝑥, 𝑦, 𝑧) ∈ 𝑋𝑖 × 𝑋𝑗 × 𝑋𝑘 , then 

𝜎(𝑥, 𝑥) = 𝜏̅(𝑋𝑖 , 𝑋𝑗) = 1 

𝜎(𝑥, 𝑦)𝜎(𝑦, 𝑧) = 𝜏̅(𝑋𝑖 , 𝑋𝑗)𝜏̅(𝑋𝑗 , 𝑋𝑘) ≤ 𝜏̅(𝑋𝑖 , 𝑋𝑘) = 𝜎(𝑥, 𝑧), 

Therefore, 𝜎 ∈ 𝑉(𝑋) and hence define the partition [𝑋]𝜎 . We fixed 

the index 𝑖 and the element 𝑥 ∈ 𝑋𝑖 . For all 𝑦 ∈ 𝑋𝑖  , 𝜂 ∈ 𝑋 we get 

𝜎(𝑥, 𝜂) = 𝜏̅(𝑋𝑖 , 𝑋𝑗) = 𝜎(𝑦, 𝜂) (where 𝑗 such that  𝜂 ∈ 𝑋𝑗). And 

therefore, 𝑈𝜎(𝑥) = 𝑈𝜎(𝑦),   𝑥~𝑦, 𝑦 ∈ [𝑥]𝜎 . Hence 𝑋𝑖 ⊆ [𝑥]𝜎. 

Next suppose 𝑧 ∈ [𝑥]𝜎 , and 𝑗 such that 𝑧 ∈ 𝑋𝑗 since 𝑥~𝑧, then 

𝜎(𝑥, 𝜂) = 𝜎(𝑧, 𝜂) for all  𝜂 ∈ 𝑋. Therefore: 

1)𝐼𝑓 𝜂 ∈ 𝑋𝑗  , 𝑡ℎ𝑒𝑛 𝜏̅(𝑋𝑖 , 𝑋𝑗) = 𝜎(𝑥, 𝜂) =  𝜎(𝑧, 𝜂) = 𝜏̅(𝑋𝑗 , 𝑋𝑗) = 1, 

2)𝐼𝑓 𝜂 ∈ 𝑋𝑖  , 𝑡ℎ𝑒𝑛 𝜏̅(𝑋𝑗 , 𝑋𝑖) = 𝜎(𝑧, 𝜂) =  𝜎(𝑥, 𝜂) = 𝜏̅(𝑋𝑖 , 𝑋𝑖) = 1, 

Therefore, 𝜏̅(𝑋𝑖 , 𝑋𝑗)𝜏̅(𝑋𝑗 , 𝑋𝑖) = 1, hence 𝑖 = 𝑗(since 𝜏̅ − partial 

order and 𝑧 ∈ 𝑋𝑖 then [𝑥]𝜎 ⊆ 𝑋𝑖 , then [𝑥]𝜎 = 𝑋𝑖 hence we get the 

implication 𝑥 ∈ 𝑋𝑖 ⟹ [𝑥]𝜎 = 𝑋𝑖 the conversely of implication it 

clear and hence [𝑥]𝜎 = 𝑃 and 𝐺𝜎(𝑋) ∈ 𝐺(𝑋1, … , 𝑋𝑚) and since 

(𝜉 ∈ 𝑋𝑖 ⟺ 𝜉̅ ∈ 𝑋𝑖), then 𝜎(�̅�, �̅�) = 𝜎(𝑥, 𝑦) = 𝜏̅(𝑋𝑖 , 𝑋𝑗) = 𝜏̅(�̅�, �̅�), 

therefore 𝜎 = 𝜏̅. And hence 𝜑(𝐺𝜎(𝑋)) = 𝐺0
�̅�(𝑃) = 𝐺0

�̅�(𝑃), and 

that’s mean 𝐼𝑚 𝜑 = [𝐺0(𝑃)]. Then 𝜑 −bijective then the sets 

𝐺(𝑋1, … , 𝑋𝑚) and [𝐺0(𝑃)] are the same cardinality hence 

card 𝐺(𝑋1, … , 𝑋𝑚) = 𝑇0(𝑚 − 1) and 



42 

 

𝑐𝑎𝑟𝑑[𝐺(𝑋)]

= ∑ ∑ 𝑇0(𝑚 − 1)

{𝑋1,…,𝑋𝑚}∈𝛽𝑚(𝑋)

𝑛

𝑚=1

= ∑ 𝑐𝑎𝑟𝑑

𝑛

𝑚=1

𝛽𝑚(𝑋)𝑇0(𝑚 − 1) =   

= ∑ 𝑆(𝑛,𝑚)𝑇0(𝑚 − 1)

𝑛

𝑚=1

 

 

Example 3.2.4 for small 𝑛 the number of connectivity of the graph 

〈𝑇(𝑋), 𝐸(𝑋)〉 equal to 1,2,7,45,… for example, 

45=1.1+7.1+6.3+1.19. in other word 355 finite topologies of the 

fourth order are contained in forty five connected components of 

the graph 𝐺({1,2,3,4}). Below there are 7 connectivity components 

(7=1.1+3.1+1.3) of the graph 𝐺 = ({1,2,3}) contains 29 finite 

topology (all 29 are reflexive-transitive relations). 
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