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Abstract 

 

As consumed energy of information and communication technology 

(ICT) has been increasing rapidly in the last years Relative to the 

developments in this field, energy- efficiency problem becomes an 

important topic for the most network researchers.  

In the conventional network, it is hard to define a cooperative way 

for reducing energy consumption for all network devices (switches and 

routers) because the control functions distributed over them, on the other 

side, a new network architecture, software defined network(SDN) arise 

with new features such as a centralized controller. 

This thesis aims to produce a model for reducing the energy 

consumption by using dynamic modification method. Re-routing the traffic 

from the default path such as the shortest path to another one that serves 

our objective function which is minimized the number of active links and 

in the same time satisfy the constraint such as link capacity and the amount 

of traffic demand represents the essence of this work. 

 The proposed model has been tested using different types of 

network topologies such as Abilene backbone network and data center 

topology (fat tree, two tier, three tier) and comparison it with Dijkstra 

algorithm. 

Through the results obtained from the simulation operation, we find 

the model achieves  energy saving nearly 64% and 19% relative to full 

active network and Dijkstra algorithm in case of fat tree topology, 64%  

and 7% for two-tier topology, and for the third case three tier datacenter 

topology its achieves about 54% of energy saving. 
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Chapter One 

Introduction 

1.1 Background 

In recent years there has been interesting on the subject of energy 

efficiency in the electronic devices because reducing energy consumption 

be companied with him many benefits such as saving money, reducing 

footprint, minimizing risk [1]. 

The rapid development of the content, services, and applications that 

offered by the Information and Communication Technology (ICT)  in 

general and especially in networks domain, is basically the reason of the 

increased need for larger storage volume and high-speed data transfer, 

which growing significantly the energy consuming [2]. 

current network with its infrastructure is unable to keep up with vast 

developments of ICT since new technologies require more flexibility, 

scalability network resources In order to face environmental and economic 

problems. So its desire to found new network technology that contains new 

different aspects of solving contemporary problems such as energy 

consumption. 

The new network paradigm is represented in Software Defined 

Network (SDN) where the principle of these networks is based on the 

separation of the control functionality in the network from the forwarding 

packets functionality. This will make the network more flexible in control 

and management operations[3]. 

Energy efficiency linked to the provision and operation of the 

necessary resources to meet the user's needs from the required services at 

the lowest energy consumption. In another word the amount of energy that 

required for produce a functional unit. Networking devices designed to 

operate at full capacity for both in peak time and in non-peak time to 
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support services to the users. There are set of principles for energy 

management in telecommunication systems starting from planning phase 

that requires for setup the network by choosing the appropriate location for 

network resources, and principle of new  investment energy-aware 

technologies in network components such as silicon and modify network 

operations according to the workload . 

 For getting energy – aware network operations we need more 

flexible network in both sides control and management than current 

network because new network applications and services require resources 

with more dynamic anticipation and a higher degree of flexibility. In the 

context of founding new network architecture with more flexibility for 

energy-efficient purpose Software Defined Network (SDN) represent the 

solution [4].  

SDN Allowing users to manage network equipment using software 

by taking the intelligent out of the switches and routers and locating it in a 

central point called the controller. New SDN architecture facilitates the 

adaption of the network forwarding devices for energy-efficient. 

SDN architecture consist of three layers and two interfaces: 

 Data plane layer: construct from forwarding devices (switches, 

routers) as in the traditional network but without control 

functionality, data plane (infrastructure layer) responsible for 

forwarding incoming traffic to the next node based on matching 

process between the incoming order from the upper layer ( 

controller) and stored information in the flow table that 

implemented inside the forwarding devices.  

 Control plane layer: represent the entity that responsible of 

controlling forwarding traffic decisions inside the data plane, the 

controller embodied as a software that implemented in the external 
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central logic device for that reason it could be developed without 

needed for new hardware[5]. 

 Application layer: is the top layer of  SDN architecture and its 

construct from a set of application such as (network traffic 

management application and loading balancing application) that 

responsible for managing the network through control layer. 

 Southbound interface: represents the connector between the 

controller and the forwarding devices and use for defining the 

instruction set within the flow table. 

 Northbound interface: represents the connector between two layers 

application and the control layer and use for providing the first layer 

with an abstract view of the forwarding layer . 

 

1.2 Problem Definition 

This work deals with the problem of energy consumption in 

computer networks, which is reflected in reducing consumed energy by 

devices involved  in these networks without affecting the quality of service 

provided by this network. 

 

1.3 Literature Survey 

Below is a summary of researchers works for solving energy 

conservation problem in the SDN-based network.  

 

Yadi Ma and Suman Banerjee, in 2012 [6] take advantage of the memory 

search process in the Ternary Content Access Memory (TCAM)  to achieve 

their goal of reducing energy consumption, where the TCAM venders 

design the memory as contiguous same size of blocks. These blocks used 

for saving the information so for any incoming packet matching operation 
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will arise and all blocks will activate for this operation. The researchers 

produce a smart pre-classifier technique that lead for energy saving by 

reducing the active blocks(more active bloke more energy consumption) so 

TCAM blocks will use pre-classifier for consulting at the first and then 

matching a lower number of blocks this will help in reducing the number of 

active block that needed and consequently reducing the energy 

consumption. 

 

Kalapriya Kannan and Subhasis Banerjee, in 2014  [7] 

investment compacting the TCAM,which  is an electronic circuit that is 

used for saving switch information such as pre-defined rule in case of 

openflow switch,  for minimizing the size of flow entries in open flow 

switches this minimizing will help in reduction of energy consumption due 

to less search in TCAM blocks. 

 

Frederic Giroire et al, in 2014 [8] they used southbound interface 

(OpenFlow) to achieve their goal in reducing the energy consuming in 

SDN, by minimizing the rules number in the flow table that holds in the 

open flow switches by TCAM memory which is energy consumer and 

expansive, the flow table managed by OpenFlow protocol. 

The researcher uses Integer Linear Programming (ILP) for 

optimizing rule placement for a small network and using links capacity and 

rule space as a constraint. For large network they use a heuristic algorithm 

that begin with compute the available routing under the constraint of link 

capacity and rule space when the routing table is full and there is no more 

space for additional rules they minimize it by choosing the port with high 

traffic to set as default port and this will help in reducing the number of 

implemented rules in the switch. Next, the algorithm selects the most less 
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loaded links and switch-off them and modulate the traffic that passes 

through these links to another link. 

 

Radu Carpa et al, in 2014 [9] deals with the problem of reducing 

energy consuming in the network by putting the ports and nodes that 

connected to this ports on both ends of the links in the sleeping mode in 

case of unused this link and active again whenever the links needed. The 

researchers divide the problem into three stages in the first one choosing 

the candidate links for changing the status of them and in the second stage 

selecting the new path by avoiding the using one, and third stage is push 

the rules of selected path from the controller to the nodes.  They testing 

them work on two different backbone network namely Germany 50 

network and  Geant network 22 with dynamic traffic matrix. 

 

Tran Manh Nam et al, in 2015 [10] they presented a module to 

solve the energy consumption problem based on principle of dynamic 

adaption for energy saving, where the module profiling the network devices 

and ports of the switches under different link rate according to the energy 

consumption, then they embedding this profile in the process of routing  

and topology optimization for achieving best results. 

The energy consuming in the NW is result from the total energy 

consumption of the active  forwarding devices, number and capacity for 

each port per device, the amount of traffic which pass though the devices 

and because the module support different venders  forwarding devices so it 

will depending on the energy profile that support the module. The model 

divided in to two sub module first one reside in the controller of network 

and act as monitor for the statistics of the switches such as switch and link 

stat and amount of traffic, this information is exchanges between network 
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devices and controller via open flow protocol. The second module 

responsible of generating the traffic.  

  

 Deze Zeng et al, in 2016 [11] introduces a proposed heuristic 

algorithm for energy efficiency in datacenter network based SDN 

architecture by minimizing the number of active switches depending on 

determining the paths for each flow demand in the traffic matrix by 

satisfying two constraints first one the link capacity and the other TCAM 

size. 

the researchers widely used multiple path routing in their algorithm, 

in the case of traffic demand is less than link capacity so it will divide into 

the sub-flows and routed them through a number of paths from source to 

destination points to accomplish their goal. they examined their algorithm 

on the fat tree datacenter with two types 8 and 4 pods and compare their 

result with shortest path algorithm. 

 

Fahimeh Alizadeh Moghaddam and Paola Grosso, in 2016  [12] 

developed a model that is based on Integer Linear Programming(ILP) in his 

work by defining the problem of energy consumption as linear function, the 

network constraint(bandwidth,) is predefined to meet the variable and the 

value of this function, this method used for scheduling the incoming traffic 

flow to the appropriate paths which meet the objectives of method. 

 The objectives function for this(ILP) method are reducing energy  

consuming in the NW by putting in the sleeping mode unused switches, 

and prefer links that already used on the sleeping one.  

 

Mahshid Rahnamay et al, in 2016 [13] modulate an optimization 

framework that help in solving energy consumption problem by determine 

best set of edges to be switch-off for energy aware purpose (cost reduction) 



CHAPTER 1 ……………….……………...……………….INTRODUCTION 

 

 Page 7 
 

while settlement the amount of traffic that will  be forwarded prior to the 

available resources (communication and energy ) of the network . 

The researchers developed a heuristic algorithm to solve the 

optimization problem of that framework where they testing this algorithm 

on Abilene backbone network by generating ten shortest paths between 

each two nodes in the network and take the distance between these 

nodes(which has effect on the delay time for delivery the traffic for 

example) and energy cost as constraints. The algorithm is depends on the 

assumption that the network in its start state is full active and links 

capacities of the network can satisfy all traffic demand.  

 

Ying Hu et al, in 2016 [14] address the problem of energy 

consumption from viewpoint of the SDN controller placement, by taking 

into consideration the delay time of the links propagation between the 

controller and the switches that belong to him and the number of switches 

that connected to the controller which represented the load of the controller 

as constraints. 

They used Binary Integer Programming (BIP) model to accomplish 

their goal (reducing energy consumption) and selecting most suitable 

controller placement that maximize energy saving for small network where 

each node could be a controller, after selecting the most a proper one the 

reset of nodes (switches) connect to this controller and each switch will 

connect to only one controller, for saving the energy the idle link can be 

modify to sleep mode by sleeping the ports corresponding to him. 

table(1.1) is categorized the related works. 
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Table(1. 1): Literature Survey Categories 

category approach 

compacting TCAM 
Pre-classifier [5] 

compacting[6] 

rule placement 
optimizing rule space [7] 

Controller Placement[13] 

traffic aware energy 

Segment routing[8] 

power profile[9] 

Joint Optimization[10] 

Linear programming[11] 

resource-aware[12] 

 

 

1.3.1 Summary of the Literature Survey 

From the above researcher's works the following remarks are 

concluded : 

1. The researcher's solutions for the energy consumption problem 

applied other in the SDN controller or in the forwarding devices. 

2. The researcher solution to the problem could be categorized into 

three types namely (compacting TCAM, rule placement, traffic 

aware energy ). 

3. Most of the solutions based on putting the unused nodes and links in 

the network in the sleeping mode or turning off them. 
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1.4 Aim of the Work 

This work is intended to: 

1- Analysis  previous works of researchers within the same field of this 

work (energy aware in SDN network). 

2-  Give a brief study  of the SDN networks its benefits, challenges and 

the most difference with the traditional network. 

3- Design energy saving model for SDN networks 

4- Constructing a model for reducing energy consumption in SDN 

network and testing this model by using mininet simulator. 

5- Checking network performance by using set of tools such as ping 

and iperf. 

 

1.5 Thesis Contribution 

In this thesis, a new proposed model is introduced for reducing the 

energy consumption in the SDN networks by taking advantage of the 

remaining capacity of the links after forwarding the traffic . 

 

1.6 Thesis Outline 

This thesis is arranged in five chapters, the rest chapters Included  

the following: 

Chapter two, introduces an overview to the new SDN technology 

and explains its history, architecture, benefits and challenges that face this 

technology  and finally the main concepts of energy saving over SDN 

networks. 

Chapter three reviews the proposed model that is used for reducing 

the energy consumption in SDN network by using dynamic modification 

method .  
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Chapter four, evaluate the proposed model by perform experiments 

with different types of network topology such as Abilene, fat tree 

datacenter topology, two-tier datacenter topology. 

Chapter 5, contains  the conclusions that obtained from this work 

followed by suggestions to the future works. 
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Chapter Two 

SDN Theoretical Concepts 

 

2.1 Introduction 

This chapter gives an overview of the SDN  technology and main 

concepts of energy saving. Starting with a brief  history of the beginnings 

of SDN computer networks, next clarified the main idea of this new 

technology which enable computer networks be programmable , Next takes 

a walk through on SDN architecture as bottom-up layered approaches 

stating how this architecture construct from three layers (planes) namely  

data planes, control plane and applications plane and two connectors 

between these plane southbound interface and northbound interface, Also 

explain the main challenges and benefits on this network and the main 

network performance parameters  and essential metrics to measures these 

parameters . 

 

2.2 History of SDN 

The general term programmable in the network branch  mean 

simplifying the management and configuration of the network  and used to 

cover many ideas suggest over time. 

Ethane is a project proposed by Martin Casado, who is a researcher 

in Stanford university under the name  clean stat project. This project 

represents the beginnings of developing SDN idea, Ethane project aims to 

build a powerful  new network architecture for enterprise with advance 

characteristic, more softly management, tough security and enable the 

administrators to push and tailor security policies for flow  easily and 

dynamically by centralized controller. The researchers of clean stat project 
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debate that network management and security have integrated relation 

because both of them based on right manage to the policy which 

responsible of control connectivity. Ethane realized this goal by pairing 

simple switches based on flow and centralized controller in charge of 

managing the routing traffic of flows in these switches through secure 

connection[15] [16]. 

Nick McKeown in 2008 proposed the main concepts of  Openflow 

to facilitate the programmability of the network based on Ethane clean stat 

project idea and implemented as a software and hardware [17]. 

 

2.3 SDN Definition 

Software Defined Network (SDN ) is a new network architecture that 

most appropriate for modern dynamic and high bandwidth applications 

because of  it more manageable , dynamic, and cost-effective from 

traditional architecture [18]. 

SDN architecture was built on idea of decoupling  the network 

forwarding and controlling  functionality and this will facilitate the network 

control to be  programming directly and forwarding devices to be  

abstracted for services and network applications[19]. 

• Easy programmability: control operation of the network can be 

directly programmed because of stripping the controlling function 

from the forwarding device.  

• Agile: separation control from the underlying infrastructure facilitate 

to the network administrator dynamically modify network traffic for 

special management purpose. 

• Centralized management: brain of the network ( controller) preserve 

a global view of the whole network because is logically centralized 

which seems as  a single switch to the application and policy engines  

March#_ENREF_17
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• Programmatically configured: software defined network allow to 

network managers by using dynamic  SDN  programs modifying, 

managing, securing and enhancing network resources quickly. 

 

2.4 SDN Architecture 

Based on SDN definition that early mentioned, can clarify the SDN 

components as set of different planes or layers (data , control, application) 

which represent the SDN architecture as shown in the figure (2.1)  each one 

of this planes has its own functionality, and the communication between 

them can be done through open standard interfaces . Next, we will depict 

these layers based on bottom-up approach [20]. 

 

 

 

 

Figure(2. 1): SDN Architecture 
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2.4.1 Data Plane 

This plane represents the forwarding devices ( switches and routers ) 

plus a set of instructions that could be defined by Application Program 

Interface (API) . SDN network devices same as traditional network devices 

with main difference in their functionality which are forwarding the 

packets based on a prior decision taken by the higher plane. this means that 

the control functionality removed to the external entity and make it 

logically centralized.  

The data plane interact with the upper plane (control plane ) through 

a standard interface (OpenFlow)  in another word the network brain 

(control) and applications are built (conceptually) above open and standard 

interface. This interface allows to the controller to dynamically  

programming different forwarding devices. 

 Forwarding device of SDN data plane consist of API that is used for  

interact with the controller , abstraction layer and traffic (packet ) 

processing function that will be software in case of virtual switch and 

embodied as a hardware for traffic processing logic in case of physical 

switch as show in the figure (2.2)[21]. 
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The abstraction layer takes a shape as one or more than one flow 

tables its main function allowing the device to decide the appropriate action 

for the coming packet, depending on its contents. This action may be 

forwarding the packet to a specific switch port or flooding it to all ports or 

dropping the packet  [22]. 

Flow table is a data structure that resides in the high-speed data plane 

in open flow switch. It contains the determined the forwarding behavior, 

packet handling behavior of that open flow switch. Open flow table has one 

or more of flow entries each flow entry has set of component, figure (2.3) 

describe the flow table which component consist of three entries ( match 

fields , action, and priority ) in addition to these fields it contains a counter 

and timer. 

 

 

Figure(2. 2):Hardware & Software Switch 
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In some cases, the packet may matchless any entries in the flow table 

so table-miss flow entry founded to solve this cases by the set of actions 

such as sending the traffic to the controller, re-forwarding the packet to the 

next table or drop the packet.  

In a case of the Open Flow switch contain more than one flow table, 

tables are sorted as pipeline and the packet process operation among these 

tables called pipeline processing as shown in the figure (2.4) [23]. 

 

 

Figure(2. 3): Flow Table Entries 
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2.4.2 Control Plane 

SDN controller is the often name of the control plane  and also called 

Network Operating System (NOS), with SDN architecture the management 

of the network exchange from distributed fashion in the traditional 

architecture to the centralized one because of the controller connected to all 

forwarding devices in the lower plane[2]. The main functions of the 

controller are    : 

1- Provide an abstraction view of underlying infrastructure to the 

applications plane so that these applications will have the ability to 

communicate with the SDN devices ( switches, routers ). 

2- Carry out policy decisions ( load balancing, forward, routing)  of the 

administrators. 

3- Controlling of all data plane devices that construct network 

infrastructure [24].   

The logical position of the controller help in solving many problems 

that deep-rooted in the distributed fashion such as faster responding to the 

node or link failure because failure node directs connected to the controller. 

Figure(2. 4):Pipeline processing 
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The controller has an overview of all network and this makes avoiding loop 

process much easier.  

There are different types of SDN controller based on the type of 

programming language that used for implantation , such as pox  controller 

which is build base on python language or flooding light which is 

implemented in java language and even could use c-language  in case of 

NOX controller. All of them are open source controller and there are also 

commercial one such as HP and NEC [25]. 

 

2.4.3 SDN Application Layer 

SDN technology provides the users with the programmable platform 

that facilitate for them building SDN applications for solving urgent 

network problems such as quality of services and routing management. 

Network applications have a top plane in SDN architecture, communicate 

with the controller via API called northbound interface. The main duty of 

these applications is managing the traffic inside the network devices by 

modifying the flow entries in them by using southbound interface [25]. 

 

2.5 SDN Challenges 

Although SDN represents the most promises solution for traditional 

network problems, but the new technology suffering from some challenges 

that impact on its performance, below some of these challenges. 

2.5.1 Reliability 

Network operating system is considerate the prevention tool from 

manual error but it splitting nature of the controller make it suffering from 

the single point of failure problem.  

The traditional network can handle the failure in network 

devices(nodes) easily by re- routing the traffic to another node so can 
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ensure the connection continuity, for that reason we can say the traditional 

network has reliability. However, in SDN network lack of a standby 

controller, there is a single controller manage the whole network in case of 

fail happen in the controller all network will down. Many proposed 

solution founded for solving the reliability problem all based on exploiting 

the controlling functionality such as supporting multiple paths routing in 

case of link failure happen[26]. 

 

2.5.2  Scalability 

Besides the advantage of separating the controller idea, some 

drawbacks arise such as scalability problem. SDN controller could be a 

bottleneck in case of scaling up the network by increasing the numbers of 

the switches, bandwidth and hosts, so the controller may not be able to 

respond to all requests sufficiently. 

Also, another scaling problem concerning in the networks based on 

SDN architecture is the flow table that implemented inside the open flow 

switches which needs to configure instantaneously at each time of setup a 

new flow by the controller and number of flows. this controller need to 

accomplish may exceed millions per second in a large network these 

operations will cause additional overhead. 

 

2.5.3  Security 

Security issues in SDN differ from traditional one in many aspects 

prior to the implementation the architecture of each one of them . With 

SDN the domination of the controller on all infrastructure devices of the 

network and direct accessibility of application to the control plane by the 

northbound interface represents an excellent choose for attackers.  
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Three categories of security challenges can be proposed prior to 

networks based SDN-related to the position of attack( switch, control, 

channel)[27] . 

 Switch security challenge:  In this category, the challenges pointed 

to vulnerabilities in the network infrastructure  devices (switches). 

Because switches contain flow table and  important information 

about traffic routing , management of the network so it will be a 

good target for attackers. Also attackers can aimed the network 

forwarding devices them self and trying to get an access for the 

network (physically , virtually) or connect to the network through 

legal host by compromise it in order to destabilize network devices.  

 Controller security challenge: In this category, the challenges 

pointed to vulnerabilities in control plane in SDN networks. 

Although the centralized controller an efficient  and inelegant idea 

for dealing with the traffic flow of the network, controller will be a 

bottleneck for the network and essential target for different types of 

attacks like denial-of-services because its position (middle plane) 

and it has an abstract view for all network infrastructure. So if 

attacker dominate on the controller he will compromised all 

networks forwarding device (data plane) . 

 Channel security challenge: In this category, the challenges pointed 

to vulnerabilities in the channel of connection between the 

architecture component of SDN network also connections between 

the administrator and network devices. The attacker can exploit from 

there is no trusted connection between the controller and forwarding 

devices for compromise the network as an example for this type of 

attack is man in the middle [5]. 
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2.6 Benefits of New Technology SDN 

The key point in SDN architecture is decoupling the control from the 

data plane, bring with it new benefits for the communication network. For 

example improving configuration, optimizing network performance and 

support inventions. 

 

2.6.1 Improving Configuration 

Management network in general and particular  improving 

configuration  operations considerate most important process especially 

when we need to modify the network topology by adding or removing 

devices. This re-configuration operation require modifying whole network. 

There are various vendors  of network devices each one of them with 

specific management interfaces for these devices with a different set of 

command this variety make the manual configuration operation be error 

prone  and boring so with the traditional network suffering from many 

challenges in design and dynamic  adjustments . 

The amazing architecture of the SDN especially the logical 

centralized of the network operating system provides the controller with an 

abstract view for all forwarding devices. This lead to making management 

of the network be easy because the configuration can be made from a single 

point and no need to configure each device individually[28]. 

 

2.6.2  Optimizing Network  Performance 

Maximize employment of the network devices represents the main 

goal of network operations. With traditional networks improving 

performance focused on a part of the network or some important services 

that provided to the users. These networks will have suboptimal 

performance because they depending on the local information without 
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considerate the whole network layers.  The logical position of the controller 

in the middle of the SDN plans ( data and application ) enable it to has a 

global view of the network. All exchange information between these layer 

pass through it this allow the optimization performance be globally in SDN 

architecture. 

With appropriate algorithms that can be run centrally helps in 

reducing the challenges to improving optimization problems and making 

these problems programmable and as a result could be developed and used 

softly [26]. 

 

2.6.3 Support Inventions  

Many reasons faced the applications developers and researchers in 

legacy network domain such as a proprietary network infrastructure, tightly 

coupled between data forwarding, control functionality and standard 

vendors Command Line Interface (CLI) for configuration network devices. 

With flexible SDN architecture and enabling programmability of the 

network, SDN can support inventions . 

 

2.7 Network performance (NP) 

It's the quality of services that supported by the computer network 

infrastructure which can be obtained by analysis the network statistics such 

as numbers of packets that delivered per unit of time, NP can be 

represented as a quantitative process or as qualitative, from the customer's 

perspective it considerate as qualitative process ( QoS that supplied to the 

customers by the network) [29].  
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2.7.1 Techniques for Performance Analysis 

There are three techniques for network performance analysis first 

one measurement represents the basic approaches and can be 

accomplished other by software or hardware or both, so it will be 

expensive. 

The second one based on building a mathematical model which 

represents as tools for testing the network before real implementation and 

solve it this approaches called (analytic modeling ). The last one  

simulation,  its most suitable approaches for studying network problems 

and checking the performance. It involves on mapping the specific real 

network aspect to a virtual model [30].  

 

2.7.2 SDN Network Metrics Measurement 

It is a set of metrics that are used to describe the state of the network 

and they considered one of the key elements in the process of network 

management. There are three types of metrics in the SDN networks 

topology, traffic, and performance metrics [31]. 

Topology metrics: This type of indicators point to the network 

details such as the nodes number, a number of connections between these 

nodes (links)  in the network and state of the switches ports ( active or not). 

Based on link layer discovery protocol ( LLDP) the SDN controller 

discovers the global view of network topology figure (2.5) explain the link 

discovery process. 
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The controller send a messages (packets) for all forwarding 

infrastructure devices in the data plane after the switches received LLPD 

packets forwarded to all switches that have a direct link with it These 

devices, in turn, send messages to controller in format of help message ( 

packet in)  because they haven't  contained forwarding information in the 

flow table, when the controller received these messages, analysis them and 

construct the network topology [32] . 

Traffic metrics: Intended number or time spent by the packets to go 

through the network devices or ports. They are important in the analysis of 

the behavior of network users. In SDN environment there are two types of 

traffics the first one called control traffic which represent the traffic flow 

that constructed from transmitted data between controller and network ; the 

second called data traffic which represent the traffic flow that constructed 

from transmitted data between switches. 

Figure(2. 5): Link discovery process 
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The Statistical information collected from network forwarding 

devices such as number and size of packets helping to represent the 

characteristics of the flow. 

performance metrics: there are numbers of metrics that are used for 

checking  network  performance, types of used metrics usually depending 

on  the use case  . Listed below some of the most important metrics: 

 capacity: refer to how much traffic can transfer system (link, path) 

cop and it's measured by bit per second or packet per second. 

 throughput: the amount of transfer bit in time. 

 delay: time taken to transfer the packet from source to sink. 

 packet loss: refer to the number of dropped packets. 

The two most important metrics are throughput and delay time, the 

first metric network bandwidth which also called throughput can be 

determined by  amount of transferred bits in specific periods of time in the 

network . For instance network with a bandwidth 100 million bits/second , 

declared that ability of the network to deliver  100 million bits every per 

second  and also we can considerate the bandwidth as time-consuming to 

transfer each bit of data . 

The other metric latency (delay time)which represents the time taken 

by the message for traveling through two ends in the network (can also 

compute latency for a single link in the network ). On the other hand  

(RTT)  which is the abbreviation for Round Trip Time is the time taken by 

the message for traveling from source to the destination and back again  

[33]. 

 

2.7.3 Tools for Measuring Network Metrics  

There are two of tools that used along metrics and both of them gave 

a complete picture on the capabilities of the network; iperf and ping. 
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Ping:  is a standard tool used for checking remote device reachability 

and its part of the most modern operating system ( windows, Linux, MAC ) 

in addition, it may be a part of some software network devices such as 

routers.  

Most ping tools used  Internet Control Message Protocol (ICMP) in 

their works these tools compute the interval time from sending the request ( 

message ) to the specific address until getting the respond message. They 

came with options such as a number of sending request times, size the 

request, and waiting time for getting the replay.  The standard output 

contains IP address for the target, time spent between sending and 

responding in the millisecond and in the case of unreachable target the 

output will be an error message. 

Iperf : is another network metric tool used for measuring the 

throughput metric by creating other TCP or UDP datagram, it come with 

multiple options that help in measuring process such as determining the 

size of datagram in case of using UDP. Iperf came with two configuration 

options client on the side and server on the other side, the output of this 

tool is a report contain the time and amount of data that transferred between 

client and server [34]. 

 

2.8 Power Consuming Model for  SDN  Switches  

 In general, there are two main factors that effect in energy 

consumption in the computer network, device factor and traffic factor. The 

first factor (device) which include an amount of energy consuming by 

device components such as device chassis, line cards number , active ports 

and their configurations and Ternary Content Access Memory (TCAM) if 

exist. 
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The second factor (traffic) which represents in packet size, delay 

time for delivering the packet and amount of CPU for processing the 

traffic.  The traffic factor can be neglected as compared to the amount of 

energy consuming relevant to the device factor[35].  

 For modeling the energy consumption based on a network device 

(open flow switch) the equation below define energy consumption model.  

                                              ----------(2.1) 

Where   

        : energy of switch chassis. 

              : energy of configuration(number of active ports,             

configuration of the line speed ) 

        : energy consumption of traffic controlling. 

    : energy consumption for processing OpenFlow traffic. 

 

Consider to the (NEC PF 5240) OpenFlow switch and as shown in 

the table (2.1) in the case of the full active switch ( chassis + ports ) will 

consume about (122 W )  in the case of 4 port switch ( 118W for chassis 

and 1W for each 1Gbps port ) [36].  

 

 

Table(2. 1): Power Consumption in NEC Switches 

power chassis / W 

port configuration 

port speed power consumption /  W 

118 

1 Gbit 1 

100Mbit 0.4455 
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2.9 Network Power Management Methodologies 

Because the network devices are considered as part of computer 

devices so the power management methodologies can be derived from 

enhancing the strategies that correspond to existing techniques in computer 

approaches. These technologies can be classified as re-engineering, 

dynamic modification and sleeping technique [35]. Figure (2.6) 

demonstrate the power management methodologies. 

 

 

 

 

 

 

 

 

 

power 
management 
methodology 

Dynamic 
modification  

Low Power 
Idle (LPI)  

Adaptive 
Rating ( AR)  

Sleeping 
technique 

Re-
engineering  

Figure(2. 6): Power Management Methodologies 
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2.9.1 Re-engineering Method  

This method based on exploiting the new energy-aware technologies, 

devices, and equipment in the network architecture such as memories, 

protocols for improving energy consumption. 

 

2.9.2 Dynamic Modification 

This method allows modifying the capacity of the services based on 

instant traffic load and this can be done by two technologies named Low 

Power Idle and Adaptive Rating. 

The Adaptive Rating ( AR) allows reducing the device working rate 

dynamically and this will introduce a trade-off between device performance 

and power consumption. While with the Low Power Idle (LPI) technique 

allows switch-off some network component when they have no activity and 

re-work them again speedily as possible when the system needs their 

activity for power saving purposes. 

In the case of the computer network, the most suitable component 

that helps in reducing a large amount of power based on (LPI) technique 

are nodes which represent by (routers, switches ) and links between them. 

 

2.9.3 Sleeping Technique  

This technique aims to reducing the power consumption by putting 

some network component in sleeping mode in non-peak time and weak up 

them again when the system need employ them. 

 

2.10 Energy Saving Methods in SDN  

Energy saving can be done at different components that construct 

SDN architecture or can use SDN by meaning of power saving, solutions 
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for reducing the energy consumption in SDN network can be classified 

either software based or hardware based. 

The first solution ( hardware – based ) can be practically applied to 

the forwarding devices of the network, while the second solution ( 

software-based) can be applied by the controller. Three methods founded 

for energy aware strategies in SDN network (compressing TCAM  rules, 

traffic aware, rule placement ) [37]. 

 

1-Traffic Aware Strategy: 

Turning off some links in non – peak time ( low traffic load intervals 

) and re _routing the packets to another link or setting CPU or forwarding 

ports in sleeping mode represent the main idea about this solution.   

 

2-Compressing TCAM Rules: 

Ternary Access Control Memory (TCAM) represents a significant 

part in every high-performance network forwarding device. In SDN 

network TCAM use to store rules in OpenFlow switch that are used in 

matching operation for incoming packets and take appropriate action based 

on this rules. 

The most energy consuming in the TCAM came from number of 

search operations in the memory entries, so the trade-off between the 

performance and energy consumption is the most important characteristics 

of this memory. It offer high speed lookup operations ( one cycle per 

search operation) and Conversely TCAM will be expensive and  consume  

a large amount of energy . 

Compression to the content or the rules represent the most suitable 

solution for energy consumption in the TCAM. The compacting operation 

means reducing the number of bits that are used for storing matching 

packet information. 
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3-Rule Placement: 

Flow table which is implemented in the TCAM inside the forwarding 

switch represents the base for any routing decision in this switch, each flow 

table consists of a set of flow entry the matching operation against this 

entry depending on the matching rules that set and pushed to the switch by 

the controller. 

Rule placement distribution across forwarding switches and 

enhancing these rules represent an objective function which can be 

exploited in energy saving in the SDN networks and the number of active 

switches, delay time, and link capacity represent the constraint of this 

objective function. 

 

 

 

 

 

enrgy saving  
methods in SDN 

network 

traffic aware 
strategy 

compressing 
TCAM rules 

rule placement 

Figure(2. 7): Energy Saving Methods in SDN 
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2.11 Routing Algorithms 

Communication  network consists of number of nodes, in SDN 

network the node will be routers or switches and links that connect these 

nodes. Each node represent one of two sides either source (side that send 

the packets) or destination (side that receive the packets) [38]. 

The process of forwarding the packet along path between source and 

destination nodes called routing [39]. Routing algorithms are used for 

determine the most suitable path in the network for forwarding the packet 

based on  algorithm class. The algorithm class either user-oriented class 

which is used for satisfy a specific users needs such as provide them with a 

good services or network-oriented class that work to provide most users 

with an acceptable service. 

The optimal path is not necessarily be the path with the shortest 

distance between source and destination nodes but can be a path that saves 

the energy in the network by allowing the link to forwarding more than one 

flow and turn off the reset of links . 

Dijkstra algorithm is one of the earliest Single-Source Shortest Paths 

algorithms [40]. Suppose we have a graph G (N,E) which consist of set of 

nodes N and set of weighted edges E ( non-negative edges) and a single 

source node S. Dijkstra algorithm compute the shortest path to the 

destination node  and in addition compute shortest path for all destinations 

nodes.  
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Chapter 3 

Model Description 

 

3.1 Introduction 

This chapter presents the proposed methodologies that used for 

reducing the energy consumption in SDN network by using dynamic 

modification method  and explains why this method is used, we also 

explain the main component that is used to build this model, model 

architecture and  the used algorithms.  

 

3.2 Proposed Model Architecture 

The architecture of the proposed model is shown in Figure (3.1) 

which consists of three major component: controller, heuristic algorithm 

and network infrastructure from SDN network perspective. 

The heuristic algorithm with its input information such as network 

topology, traffic flow, build sub-network that is used for forwarding the 

traffic that satisfies the constraint (traffic flow volume and link capacity).  

After the heuristic algorithm finishes its duty, outputs the virtual topology 

to the controller. After that, the controller changes the state of the switch 

and ports of data plane layer based on the virtual topology and then routing 

the traffics. The control plane connects with the OpenFlow switches in the 

data plane via OpenFlow protocol. 

From the mininet simulator perspective, the heuristic algorithm 

cooperate with controller  as scheduling algorithm that is used for 

determining the most suitable paths for forwarding the traffics and 

communicate with the controller to manage the routing and power 

management. Figure (3.2) explains proposed model architecture from the 

simulator perspective.  
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Figure(3. 1): Software Architecture from SDN Perspective 
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Figure(3. 2): Model Architecture form Simulator Perspective 
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3.3 Dynamic Modification Methodology 

 Based on energy saving methodology in chapter two in the article of 

network power management methodologies, find Low Power Idle (LPI) is 

most suitable for this project as explainedin the following reasons: 

 The highest energy saving is obtained when network devices are 

really powered off (performance of devices equal to zero). On the 

contrary, other methods (Re-engineering, Sleeping technique).  

 Network devices operating at maximum capacity in case of the 

unconditional amount of Energy Consumption. 

  Programmability and flexibility of SDN networks in general and 

particularly the controller facilitate finding centralized algorithm 

solutions for the energy consumption problem. 

  Unable to apply Re-engineering approaches because it requires 

developed special hardware.  
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3.4 Energy Saving Problem Statement and Formulation 

The amount of energy consumption in the networks results primarily 

from the amount of energy consumed by active network devices, such as 

routers or switches. In the case of SDN network the devices will be 

OpenFlow switches. The energy consumption for each OpenFLow switch 

is affected by the following factors : 

 Total active ports in the switch. 

 Capacity of the port.  

 The power consumed by switch chassis.  

According to the factors above and by using NES Openflow switch 

model in chapter two and taking into consideration to the power that 

consumed just by switch chassis and active port , we can compute the 

power consumption as below: 

                   ∑      
 
   ----------------------------------(3.1) 

 

Where 

         total power consuming by the switch. 

         amount of power consumed by the chassis of active switch. 

  amount of energy consumed by the port . 

       active port i. 

N  total number of active ports. 

 

By taking assumption that each port operate at rate 1Gbit so it will 

consume 1Watt, the energy consumed by the active ports will be  

∑      
 
  . 

 

The total power consumption of the network will be the summation 

of the power of active switches and as below : 
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          ∑         ------------------------------------------------(3.2) 

By submitted equation (3.1) in (3.2) the total power consumption of 

the network will be: 

          ∑(          ∑      
 
 ).--------------------------------(3.3) 

 

And because each two active port are connected by one link so the 

total power consumption of the network will be: 

           ∑          (   ∑   
 
 ) .------------------------------(3.4) 

 

 Where  

                   *         +  

  total number of network links 

   denoted to the  link in the network. 

 

3.5 Network Model 

The  network topology modulates as an undirected  graph denoted by   

      (   ), where   is  a set of nodes which represent the open flow 

switches, and    represent the set of links  of  the network, each single link  

      is used for forwarding the traffic between two switches via them 

ports ,     represent the  capacity of the link   . The process of forwarding 

the traffic among the switches by selected paths is managed by higher 

plane called control plane which represented by the controller. 

For reducing energy consumption in the proposed model we 

depending on the dynamic modification approaches in general and 

specifically low power ideal (LPI). Minimizing number of active network 

elements (switches) and number of active ports per switch represent the 

objective function of this model and as explain in equation (3.5) to satisfy 

the network constraint (link capacity, traffic volume). Where the traffic 
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demand should be less than each link capacity in the selected path, equation 

(3.6) clarify this point. 

 

Objective function : 

   (∑         ∑       ) ---------------------------------------(3.5) 

Where 

          denotes to the active switches. 

          denotes to the active links. 

 

Network constraint : 

             -------------------------------------------------------------(3.6) 

Where  

     denote to the traffic volume. 

     denote to the capacity of the link (i) because each path consist 

one or more of links. 

each two hosts in the network could be connected via more than one 

path, we denoted these set of paths as          and each of these paths 

consists of one or more links and nods such as in figure (3.3). Where there 

are more than one path between (S1) and (S2) like {(     ), (         ), 

(           ),…. }. We assume that the constrain (3.6) of the network is 

satisfied. Then, the objective function for these three paths declare in the 

table (3.1)  
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Figure(3. 3): Network Model. 

 

 

 

 

 

Table(3. 1): Objective Functions for Possible Paths 

paths nodes no. nodes no. links 
objective 

function 

path-1 s1,s2 2 1 3 

path-2 s1,s5,s2 3 2 5 

path-3 s1,s3,s4,s2 4 3 7 
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The most suitable path is (path-1 )because it release the objective 

function of equation (3.1) which has minimum number of active switches 

and links. Consequently will consume less energy than other paths. 

 

3.6 Work Details 

Initially proposed model is divided into three stages preparation and  

traffic matrix generation, routing process and building virtual topology and 

computing the power consumption as shown in figure(3.4) . 

 

3.6.1 Preparation & Traffic Matrix Generation 

The first stage includes parsing of all the necessary settings, whether 

by console of the simulator or from an external file. These setting involves 

network topology, the method that is used for routing the traffic and 

constructing the virtual topology, determine the power model and amount 

of traffic demand. 

The network is represented by a specific data structure that can be 

used to retrieve information for finding the most appropriate path between 

the two nodes according to the used algorithm, such as the shortest path 

algorithm (Dijkstra). This network differs from the virtual  network 

topology  the latter is incrementally formed during the next stage(routing 

process ). The method for routing the traffic  and the power model have to 

be established in this stage for using later . 

Amount of the traffic for each node-pairs is important for traffic 

matrix constructing because the proposed algorithm depending on it, so it 

will establish in advance . 
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3.6.2 Building Virtual Topology 

The virtual topology constructing incrementally after each 

forwarding request from the traffic matrix by proposed algorithm. Where 

each traffic will have a path that consists of number of links. When a new 

request (traffic) is introduced if there are no resources (paths) found for 

accomplish this request, a new path will arising for serving this request and 

Thus bring more energy to be consumed. 

 The amount of power savings varies depending on the method and 

the used algorithm, in this work we use Dynamic modification method that 

mentions early in chapter two with a proposed algorithms that base on off-

line technique where it use history of previous forwarding traffic operations 

so it will repeatedly visit virtual network topology, On the contrary, on-line 

technique, where each request(traffic) will accomplish independently from 

the previous one. 

 

3.6.3 Computing The Power Consumption 

The purpose of this phase is to analyze the virtual network topology 

resulting from the previous stage at the individual level and determine the 

amount of energy consumption per component in this level. 

In this model, the main component will be number of the switches in 

the virtual topology and number of active ports per switch according to the 

power model of  NEC OpenFlow switch that mentioned early in cahpter 

two. 

 



CHAPTER3………………………………………. MODEL DESCRIPTION 

 

 Page 43 
 

  

 

 

 

 

 

 

 

 

Figure(3. 4): UML State Diagram of Proposed Model 
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3.7 Heuristic Algorithm 

It’s difficult to find the optimal solution because of the diversity and 

the many factors that influence the reduction of energy consumption. 

Therefore the heuristic algorithm gave near to optimal solution according 

to the set of constraints such as the volume of traffic between the source 

and destination nodes and capacity of the links. 

Heuristic algorithm decompose to the three sub-algorithm :  

 

 Algorithm (A): This algorithm explain in figure (3.5) and figure(3.6), 

takes a traffic matrix and network topology as input where each entry 

in the traffic matrix consist of the pair of hosts associated with traffic 

demand.  The algorithm initially generates all the possible paths 

between the source and sink nodes(candidate set) then select the 

most appropriate path(Path with least energy-consuming) as the 

objective function. Where the path is consist of a set of nodes and 

edges that connect between these nodes. 
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Input : traffic matrix ,network topology  

Output : set of active switches (𝒕𝒐𝒕𝒂𝒍𝒔𝒘𝒊𝒕𝒄𝒉𝒆𝒔 ) 

10    start      𝒕𝒐𝒕𝒂𝒍𝒔𝒘𝒊𝒕𝒄𝒉𝒆𝒔   ∅ , 𝒄𝒐𝒖𝒏𝒕  𝟎. 

20   for 𝒄𝒐𝒖𝒏𝒕  𝒍𝒆𝒏𝒈𝒕𝒉  𝒐𝒇 𝒕𝒓𝒂𝒇𝒇𝒊𝒄 𝒎𝒂𝒕𝒓𝒊𝒙 ∶ 

30          generate all possible paths   𝒂𝒍𝒍𝒑𝒂𝒕𝒉𝒔    for traffic  𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒄𝒐𝒖𝒏𝒕 

40                 for each  𝒑𝒂𝒕𝒉    𝒂𝒍𝒍𝒑𝒂𝒕𝒉𝒔  : 

50                          if  𝒑𝒂𝒕𝒉    is valid   then       𝒗𝒂𝒍𝒊𝒅𝒑𝒂𝒕𝒉𝒔  ← 𝒑𝒂𝒕𝒉 

60                   for each   𝑽𝒂𝒍𝒊𝒅𝒑𝒂𝒕𝒉     𝒗𝒂𝒍𝒊𝒅𝒑𝒂𝒕𝒉𝒔  : 

70                         compute path capacity 𝑽𝒂𝒍𝒊𝒅𝒄𝒂𝒑𝒂𝒄𝒊𝒕𝒚   ←   𝑽𝒂𝒍𝒊𝒅𝒑𝒂𝒕𝒉   

80                   𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒑𝒂𝒕𝒉    ←𝒎𝒊𝒏𝒊𝒎𝒖𝒎 (𝑽𝒄) 

90            𝒕𝒐𝒕𝒂𝒍𝒔𝒘𝒊𝒕𝒄𝒉𝒆𝒔   𝒕𝒐𝒕𝒂𝒍𝒔𝒘𝒊𝒕𝒄𝒉𝒆𝒔  ∪   𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒑𝒂𝒕𝒉 

100           update topology (𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒑𝒂𝒕𝒉) 

110   𝒄𝒐𝒖𝒏𝒕  = 𝒄𝒐𝒖𝒏𝒕  + 1 

Figure(3. 5): Algorithm (A)  Pseudo Code 



CHAPTER3………………………………………. MODEL DESCRIPTION 

 

 Page 46 
 

 

 

Figure(3. 6): Algorithm (A) Flow Chart 
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 Algorithm (B): this algorithm acts as a filter for all possible paths 

between source and destination nodes. The output of this algorithm 

will be a set of paths in which the capacity of each link in these paths 

is greater or equal to the traffic. Figure (3.7) shows the pseudo code 

to this algorithm and figure (3.8) represents the flowchart. 

 

 

 

 

 

 

 

 

 

 

 

Input : 𝒑𝒂𝒕𝒉  , traffic size of  𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒄𝒐𝒖𝒏𝒕  (𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒔𝒊𝒛𝒆)  from 

algorithm (A) 

Output : Boolean (True   OR  False ) 

10    for each  𝒆𝒅𝒈𝒆  𝒑𝒂𝒕𝒉  : 

20               if  𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒔𝒊𝒛𝒆 > 𝒆𝒅𝒈𝒆𝒄𝒂𝒑𝒂𝒄𝒊𝒕𝒚 then 

30                        return (False)   break 

40              else      return (True). 

 

Figure(3. 7): Algorithm(B) Pseudo Code 
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Figure(3. 8):Algorithm(B) Flow Chart 
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 Algorithm (C): the goal of this algorithm is updating the links 

capacity  of the virtual  network topology after forwarding the traffic 

to the selected path and deactivate the unused paths. Figure (3.9) 

shows the pseudo code to this algorithm and figure (3.10) represent 

the flowchart. 

 

 

 

 

 

Input : network topology , 𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒑𝒂𝒕𝒉  , 𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒔𝒊𝒛𝒆 

Output: updated network topology. 

10     for each 𝒆𝒅𝒈𝒆   𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒑𝒂𝒕𝒉 : 

20     𝒆𝒅𝒈𝒆𝒔𝒄𝒂𝒑𝒂𝒄𝒊𝒕𝒚    𝒆𝒅𝒈𝒆𝒄𝒂𝒑𝒂𝒄𝒊𝒕𝒚 − 𝒕𝒓𝒂𝒇𝒇𝒊𝒄𝒔𝒊𝒛𝒆 

30 return network topology with new edges capacity . 

 

Figure(3. 9):Algorithm(C) Pseudo Code 
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 Figure(3. 10):Algorithm(C) Flow Chart 



 

 

 

 

Chapter 4 
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Performance Evaluation 

4.1 Introduction 

In this chapter, the evaluation of the proposed model is presented by 

performing experiments  using different types of network topology such as 

Abilene, fat tree datacentre topology, two-tier datacentre topology and 

three tier datacentre topology. In addition to using special tools for testing 

the network performance such as iperf and ping, and clarify how this 

algorithm can reduce the energy consumption by reducing the number of 

active nodes comparing to the Dijkstra algorithm. 

4.2 Simulation Setup 

Different tools (hardware and software) are used for testing proposed 

model, python interpreter is used for generating the topologies and 

implementing the algorithm. Mininet simulator is used in executing pox 

controller and checking network performance by using ping and iperf tools 

. Table (4.1) clarify the topologies that used in experiments 

 

Table(4. 1):Network topologies used in experiments 

Scenario number Topology name 

1 Simple topology 

2 Abilene NW 

3 Fat tree 4 pod 

4 2 tier datacentre 

5 3tier datacentre 
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4.2.1 Simple Network 

At the first we used a simple network as specified in table (4.2)  with 

traffic matrix consist of  two flows as shown in the table (4.3) after 

forwarding the traffic matrix through the network based on proposed 

algorithm. It is founded that the number of active nodes (switches) is 5 

where first flow active 4 switches (0, 1, 2, 3)  and the second flow active 4 

switches (5,1,2,3) by using one new additional switch (switch  5).  

 

 

Table(4. 2) : Simple Network Parameters 

network topology simple topology 

number of nodes 6 

number of links 8 

link capacity 10MB 

traffic matrix size 2×2 

size per traffic 500 KB 

 

The proposed algorithm is compared to Dijkstra algorithm which 

depending on number of hops to find shortest path. . It is founded that the 

number of active nodes (switches) is 6 where first flow active 4 switches 

(0, 1, 2, 3)  and the second flow active 3 switches (5,4,3) by using two new 

additional switches (switch 5 and switch 4), and as shown in table (4.4). 
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Table(4. 3): Traffic Matrix 

source destination traffic size 

0 3 100KB 

5 3 100KB 

 

 

 

Table(4. 4): Active Nodes Based on Proposed and Dijkstra Algorithm 

flow 

number 

number of active switches selected path 

proposed 

algorithm  

Dijkstra 

algorithm 

proposed 

algorithm  

Dijkstra 

algorithm 

1 4 4 0, 1, 2, 3 0, 1, 2, 3 

2 1 2 5, 1, 2, 3 5,4,3 

total number active nodes 5 6 

 

 

The proposed algorithm adaptively changing the link capacity 

according to the traffic size so multiple flows can share the same link. 

Figure (4.1)  shows the original network before forwarding the traffic and, 

figure (4.2) shows the residual of links capacity of  network after 

forwarding the traffic when proposed algorithm is used. Figure (4.3) shows 

the network after forwarding the traffic when Dijkstra algorithm is used 

and removing the used links, Figure (4.4) shows amount of energy 

consumption between proposed algorithm and Dijkstra algorithm.  
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Figure(4. 1): Original Network Topology 

Figure(4. 2): Links Capacity After using Algorithm 
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Figure(4. 3): Residual Links After Using Dijkstra Algorithm 

Figure(4. 4): Energy Consumption 
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4.2.2 Abilene Network 

Abilene network is a high-performance backbone network. Figure 

(4.5) shown this core network topology. The Miniedit application with 

graphical user interface runs inside mininet simulator is used to constructed 

Abilene network topology. The constructed topology is described in 

figure(4.6)    

 

 

 

 

Figure(4. 5): Abilene Network Topology 
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The  proposed algorithm is applied with simulation parameter as 

shown in the table (4.5) and traffic matrix in the table (4.6). 

 

Table(4. 5): Abilene Simulation Parameter 

network topology Abilene topology 

number of nodes 10 

number of links 13 

link capacity 10MB 

traffic matrix size 2×2 

size per traffic 100 KB 

 

 

Figure(4. 6): Constructing Abilene NW in miniedit 
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Table(4. 6): Traffic Matrix 

source destination traffic size 

0 6 100KB 

9 6 100KB 

 

First flow needs to active 5 nodes for performing the forwarding operation , 

while second flow need no active any additional nodes for forwarding the 

packets because the path  already activated from previous flow by using 

proposed algorithm. On the other hand, if Dijkstra algorithm  is used 3 new 

nodes need to be active for forwarding the second flow that represented in 

table (4.7). 

 

 

Table(4. 7) : Active switches and selected paths 

flow 

number 

number of active switches selected path 

proposed algorithm  
Dijkstra 

algorithm 

proposed 

algorithm  

Dijkstra 

algorithm 

1 5 5 0, 9, 8, 7, 6 0, 9, 8, 7, 6 

2 0 3 9, 8, 7, 6 9, 2, 3, 4, 6 

total number active nodes 5 8 

 

Table (4.8) shows the amount of energy consumption by using both 

algorithms prior to the active switches.  
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Table(4. 8): Amount of Energy Consumption 

selected path energy consumption 

proposed algorithm  Dijkstra algorithm proposed Dijkstra 

0, 9, 8, 7, 6 0, 9, 8, 7, 6 610 w 610 w 

9, 8, 7, 6 9, 2, 3, 4, 6 0 w 366w 

total number active nodes 5 8 

 

Figure(4.7) explain the delay time for transferring the packets between the 

source and destination hosts by using two algorithms it shown that the first 

packet has delay time greater than other because its consulate the controller 

after that the controller establish the path and all other packets pass through 

the path without consulting the controller. 

 

 

 

 

1 2 3 4 5 6

Dijkstra algorithm 1 0.087 0.096 0.083 0.08 0.075

proposed algorithm 0.751 0.079 0.077 0.079 0.075 0.077
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Figure(4. 7): Delay Time 
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Figure (4.8) described tested network throughput. After forwarding two 

flows in the network by using iperf tools it is noted that when first flow is 

forwarded  the amount of the throughput will be higher and after   

forwarding the second flow the throughput will decrease because the two 

flows transfer at the same path  

 

 

 

Figure(4. 8): Throughput of the Network 
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4.2.3 Fat tree 4 Pod Datacenter Topology  

This type of topology consist of three layer (edge, aggregation and 

core ) where each pod connected to (n/2)
2 

 of  servers and each aggregation 

switch connect to (k/2)core switch, and (k/2)edge switch. Each switch in 

edge level connected to (n/2) server and (n/2)switches in aggregation level 

as shown in the figure (4.9) 

 

 

Figure(4. 9) : Fat tree 4 Pod 

 

Python interpreter with special modules such as Fast Network 

Simulation Setup(FNSS) is used to create the tested topology, table (4.9) 

explain the parameters to this topology with 4 pods. 
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Table(4. 9): Fat tree Topology Parameters 

Parameter Value 

no. nodes 36 

no. switches 20 

no. hosts 16 

links capacity 10 Mbps 

delay time 2 ms  

 

Figure (4.10) demonstrates the number of nodes in three cases: full active 

network, after using proposed algorithm and after using Dijkstra algorithm. 

It is noted that the number of nodes in case of using proposed algorithm 

less than other cases because of exploiting the residual capacity of the links 

as shown in the table (4.10). 

 

 

Table(4. 10): Number of Nodes 

case number of nodes hosts switches 

full network 36 16 20 

Dijkstra algorithm 27 10 17 

proposed algorithm 21 10 11 
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Fat tree topology 

 

  

 

proposed algorithm Dijkstra algorithm 

Full active network 

Figure(4. 10):Number of Nodes 
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Below is set of figures show different comparison cases of energy 

consumption, using a number of activation ports and switches prior to the 

number of flows using  proposed algorithm and Dijkstra algorithms . 

Figure(4.11) explain the number of active ports in three cases and because 

proposed algorithm based on sharing the same link with more than one 

flow so the number of active links will be less than other cases. This 

resulting in saving the amount of energy as show in figure (4.12). Figure 

(4.13) demonstrate number of active switches in three cases . 

  

 

 

 

Figure(4. 11): Number of Active Ports Prior to the Number of Flows 
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Figure(4. 12): Energy Consumption Prior to the Number of Flows 

 

 

 

Figure(4. 13): Number of Active Switches Prior to the Number of Flows 
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4.2.3.1 Network Performance 

To clarifying the impact of proposed algorithm on the network 

performance that already mentioned in chapter two a set of tools for testing 

the delay time and throughput of the network are used to see the amount of 

network utilized before and after implementing the algorithm. 

First of all, random hosts are selected with using ping tool for testing 

network delay time and as shown in the figure(4.14). The  end to end delay 

is nearly equal to 8 ms because we use (2 ms) as delay time for each link 

and because the ICMP request takes 4 links  between host1 to host2 .  

 

 

 

Figure(4. 14): Network Delay Time After Implementing Algorithm 

 

The delay times for two hosts in the network before and after implementing 

the algorithm are nearly equal as shown in figure(4.15). This attributed to 

network topology nature(fat tree) which provides Multiple paths between 

any two  hosts with the same number of links. 
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The minimum , maximum and average delay time according to the selected 

interval by using specific number of packets in the command could obtain. 

 

 

 

 

Figure(4. 15): Delay Time Before Implementing Algorithm 

 

 

For testing the network throughput, iperf tool was used that already 

supported with mininet simulator, by choosing any two hosts let be host1 

(h1) as a server and host2 (h2) as a client. 

Figure (4.16)and figure (4.17) demonstrate the amount of difference of 

network throughput before and after using the proposed algorithm, It is  

noticed the amount of delivered traffic before implementing the algorithm 

(94.4 – 103 Mbits /sec) is greater than after applying algorithm(18.1- 19.8 

Mbits/sec) because more traffic will transfer on the same links instead of 

transferring them on separate links.  
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Figure(4. 17): Throughput After Implementing Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure(4. 16): Throughput Before Implementing Algorithm 
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4.2.4 Two Tier Datacenter Topology  

With two tier datacentre topology, the network consists of two level 

of switches (core and edge). Each core switch connect to all edge switches 

and the edge switches connect to the hosts. Table (4.11) contain the 

parameters to the 2 tier datacentre topology with 4 core switches, 8 edge 

switches and 4 hosts for each edge. 

 

Table(4. 11): Two Tier Topology Parameters 

Parameter Value 

no. nodes 44 

no. switches 12 

no. hosts 32 

links capacity 10 Mbps 

delay time 2 ms  

 

After implementing the proposed algorithm the average energy 

consumption based on the values of table (4.12) is 64%  comparison to the 

full active network values of table(4.13). 
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Table(4. 12): Energy Consumption Based on Proposed Algorithm 

Proposed Algorithm 

Switches/ W Ports / W Total / W 

354 6 360 

354 8 362 

590 14 604 

590 16 606 

826 22 848 

 

 

Table(4. 13): Energy Consumption in Case of Full Active NW 

full active NW 

switches ports total 

1416 96 1512 

1416 96 1512 

1416 96 1512 

1416 96 1512 

1416 96 1512 

 

The proposed algorithm has achieved the rate of energy reduction which is 

up to 7%, compared to the  Dijkstra algorithm as shown in the table (4.14). 

Table(4.14) contains values indicating the amount of energy consumption 

in case of Dijkstra algorithm which based on number of hops for saving 
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energy while proposed algorithm work on allowing more than on traffic to 

share the same link and switch off unused one. 

 

Table(4. 14): Energy consumption based on Dijkstra algorithm 

Dijkstra Algorithm 

Switches/ W Ports/ W Total/ W 

354 6 360 

472 12 484 

708 18 726 

708 24 732 

944 30 974 

 

4.2.4.1 Network Performance 

For checking the delay time of the network two hosts are selected 

and test the end to end delay with minimum and maximum time by using 

ping command after and before implement the algorithm. 10 second the 

time that is used for computing the ping statistics, figure(4.18) shown that 

statistics before using the proposed algorithm and figure (4.19) shown that 

statistics after using it. 

 

 



CHAPTER 4 …………………………….PERFORMANCE EVALUTION 

 

 Page 72 
 

 

Figure(4. 18): Ping Statistics Before Using Algorithm 

 

 

Figure(4. 19): Ping Statistics After Using Algorithm 
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4.2.5 Three Tier Datacenter Topology  

Three tier datacentre topology consist of three levels (core, 

aggregation, edge ) where each switch in core and aggregation level will 

connect to gather. Each aggregation switch will connect to fixed number of 

switches in edge level as show in the figure(4.20) where each one of  two 

switches in the core layer connect to four switches in aggregation layer. 

Each switch of them connect to four switches in the next level (edge level) . 

 

 

Figure(4. 20) : Three tier Datacenter Topology 

 

Figure(2.21)  represents building virtual topology phases which is , 

already mentioned in chapter three, step by step after each flow forwarding 

of the four flows in the table(4.15) and shows how to gradually build the 

topology. 
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Table(4. 15): Traffic Matrix 

source node destination node traffic volume 

37 27 100 k 

25 22 100 k 

31 30 100 k 

28 26 100 k 

 

 

Figure(4. 21): Building Virtual Topology Stages 
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Traffic matrix with five flows used to calculate the amount of energy 

saving which may reach  45% depending on the amount of difference in 

energy consumption when the proposed algorithm is used as shown in 

Table (4.16). Table(4.17) shows energy consumption when the network is 

fully operated. The number of active switches was calculated adding to the 

number of used ports in the case of the proposed algorithm only. The 

energy consumption of the virtual topology is obtained from the total 

consumption of the network devices (switches) 

In the case of the full active network, the energy consuming of the 

devices are calculated for the network completely regardless of whether the 

network devices participate in the transport process or not. 

 

Table(4. 16): Energy Consumption Based Proposed Algorithm 

Flow 

number 

Energy consumption in watt 

Switches/ W Ports/ W Total/ W 

1 590 10 600 

2 944 16 960 

3 1298 24 1322 

4 1534 32 1566 

5 1770 36 1806 
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Table(4. 17):Energy Consuming for Full Active NW 

Flow 

number 

Energy consumption in watt 

Switches/ W Ports/ W Total/ W 

1 2596 64 2660 

2 2596 64 2660 

3 2596 64 2660 

4 2596 64 2660 

5 2596 64 2660 

 

 

4.2.5.1 Delay Time 

Figure(4.22) demonstrates the delay time between two hosts, h1 and 

h2 in two cases full active network and after forwarding the traffic using 

proposed algorithm. The delay time in the second case will be greater from 

the first one because of  the proposed algorithm used off -line technique 

that mentioned in chapter three so it will select the links that already visited 

although it has a longer path instead of  selected short path. This will effect 

the delay time, while increasing the links utilization of the network since 

the link will carry more traffics. 
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4.3 Results Comparison With (ILP) Model[12] 

In addition to comparing the energy consumption in obtained results 

which are relative to the Dijkstra algorithm, the results of the proposed 

model are compared with the results of model that already mentioned in the 

literature survey in chapter one. Where both model exanimate on the fat 

tree data centre topology with four pod and one by one traffic matrix (static 

traffic matrix). In addition to the power model in consideration as (ILP) 

model. Both models differ in used power management methodology to 

reduce energy consumption that already mentioned in chapter two, where 

the proposed model  based on low power idle technique instead off 

sleeping technique that is used in (LIP) model. The result of comparison 

demonstrates in figure (4.23). 
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4.4 Results Discussion 

This section discuss the analyzed results obtained from evaluation 

performance test. 

4.3.1 Energy Saving  

Proposed algorithm reduces the energy consumption by depending 

on the dynamic modification approaches in general. In particular the 

archived reduction in energy consumption is attributed  low power ideal 

(LPI), minimizing number of active network element (switches) and 

number of active ports per switch. Redirecting the traffic to the path that 

already used and allowing more than one traffic to share the same link 

while the constraint of the capacity not violate represent the objective 

function of this model. 

Figure (4.4) represents simple network model for the first flow  of 

the two algorithms (proposed and Dijkstra) shows consumption of the same 

amount of energy because both of them use the same path but with the 
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second flow the number of active switches based on Dijkstra algorithm is 6 

by adding one additional switch as shown in the table(4.4). 

Also in the Abilene network in the table(4.7) notes that the second 

flow doesn't consume any additional energy because the path already 

activated from previous flow by using proposed algorithm. On the other 

hand, if we used Dijkstra algorithm we need to active 3 new nodes for 

forwarding the second flow. 

Figure(4.14) declares the result of energy consuming  based on 

proposed algorithm For the fat tree datacentre topology. Two tier 

datacentre topology with energy consuming is explained in the table (4.12).  

Three-tier datacentre topology with energy consumption described  in the 

table(4.16). All of them achieved amount of energy saving more than other 

cases (full active network and using Dijkstra algorithm)that demonstrate in 

the  table(4.13), table (4.14) and table(4.17) prior to the same reason which 

is sharing the same link with more than one flow so the number of active 

links will be less. 

 

4.3.2 Performance Evaluation Testing 

Finding another path by applying proposed algorithm from the path 

founded by shortest path algorithm which is based on a number of hops 

may impact on the network performance in general . In particular the delay 

time and throughput. 

Figure (4.8) which demonstrate the throughput of the network after 

forwarding two flows and because they share the same path, shows 

throughput decreasing from the iperf server perspective after forwarding 

the second traffic. 
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For fat tree datacenter topology the delay time test result shown in 

the figure (4.14) for proposed algorithm and figure(4.15) for Dijkstra 

algorithm. Nearly both results are equal because the topology nature which 

provides multiple paths to the same traffic. 

The same results obtained from testing of two-tier datacenter 

topology delay time in the figure(4.18) and figure(4.19). The delay time of 

the three tier datacenter topology shown in the figure(4.22), which is 

greater in case of using proposed algorithm. This is because the algorithm 

work on the principle of off-line technique instead of on-line one that 

mentioned in chapter three.    
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Chapter Five 

Conclusion and Suggestion for Future Works 

 

5.1 Conclusion  

The main purpose of this thesis is produce a model for reducing the 

energy consumption in computer networks which depends on its 

architecture and design using software defined network (SDN). Depending 

on this model the following conclusions can be drawn. 

1- The proposed model was found to be efficient in reducing energy 

consumption due to the used  method (dynamic modification) . 

2- The SDN architecture and design had the greatest role to accomplish 

the thesis goal because of the general view of the controller and the 

ease of programming the network. 

3- Re-forwarding, the traffic to the already used links instead of using a 

new one helps in increasing links utilizations of the network in 

general. 

4- Proposed model most appropriate for a datacenter topology rather 

than other backbone topology due to the delay time of delivery the 

traffic because the number of links between each two host in the 

network is almost equal. 

5- Reducing energy consumption is affected by the detail level of the 

network devices (switches). More accurate details lead to better 

results. 
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5.2 Suggestions for Future Works  

Some of the suggestions listed below For future works guidance: 

1. Testing the model with different controller such as floodlight or open 

daylight  which are java based . 

2. Developing this model by using different  methods for energy saving 

in Software Wireless Network (SWN). 

3. Develop the model to operate on dynamic traffic matrix instead of 

static one that is used in testing this model. 

4. Expand the tested network topology to include more switches and 

hosts and gain more results . 
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 الخلاصة 

قذ ذضايذخ تسشعح في  ٔ الاذصالاخأٌ انطاقح انًسرٓهكح نركُٕنٕجيا انًعهٕياخ  تسثة

 ذقهيم اسرٓلاكيشكهح  اصثحدفي ْزا انًجال،  انحاصهح إنٗ انرطٕساخ َسثح الاخيشجانسُٕاخ 

في انشثكح انرقهيذيح، يٍ انصعة  .اخانطاقح يٕضٕعا يًٓا تانُسثح نًعظى انثاحثيٍ في يجال انشثك

لاجٓضج ذحذيذ طشيقح ذعأَيح نهحذ يٍ اسرٓلاك انطاقح نجًيع أجٓضج انشثكح لأٌ ٔظائف انرحكى 

 software) يعًاسيح شثكاخ جذيذج ٔجذج سًيد ب، يٍ جٓح أخشٖ، انشثكح ذكٌٕ يٕصعح عهيٓا

defined network) يع ييضاخ جذيذج يثم ٔحذج ذحكى يشكضيح. 

 

ٔذٓذف ْزِ الأطشٔحح إنٗ إَراج ًَٕرج نرقهيم اسرٓلاك انطاقح تاسرخذاو طشيقح انرعذيم 

أقصش يساس إنٗ يساس  حشكح انثياَاخ يٍ انًساس الافرشاض كأٌ يكٌٕإعادج ذٕجيّ  .انذيُاييكي

 المقترح النموذج اختبار تم وقدرحكًح في سيش انثياَاخ ْٕٔ ذقهيم الاجٓضج انًآخش يخذو ْذفُا 

 datacenter و شبكات الفقري العمود شبكة مثل الشبكات من مختلفة أنواع باستخدام

topologies ديجكسترا بخوارزمية ومقارنتها. 

 

 توفير يحقق النموذج أن نجد المحاكاة عملية من عليها الحصول تم التي النتائج خلال ومن

 في حالة استخدام ٪ 91 و اشتغال الشبكة بصورة كاملة مقارنة ب تقريبا ٪46 بنسبة الطاقة

لشبكات ٪ 7 و٪ 46 و datacenter topology fat tree لشبكة ديكسترا وخوارزمية

datacenter two tier،  لشبكات ٪ 46وthree tier datacenter  
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