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1. Introduction and preliminaries

Let U= {z€C :|z] <1} be the open unit disk in the complex plane C and
let p = (U) denote the class of analytic functions defined in U , for n positive
integer and a €C. Let pfa,n]={ fEU: f(2) =a+a,z" +a, 12" +-},
with i, = p4[0,1] ,u = p[1,1] .

Let f and g be members of i . The function f is said to be subordinate to g,
written f < g or f(z) < g(z), if there exists a Schwarz function w(z) analytic in U,
with w(0)= 0 and |w(z)|<1 such that f(z)=g (w(z)), (z € U).

In particular , if the function g is univalent in U , then f < g if and only if f(0) =
g(0) and f(U) < g(U).

Let ¢ :C3 xU — C and let h be univalent in U. If f is analytic in U and

satisfies the (' second —order) differential subordination

W(f(2),2f (2),2%f (2);2) < h(2), (1.1

then f is called a solution of the differential subordination . The univalent function
q is called a dominant of the solutions of the differential subordination , or more
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simply dominant if f < q for all f satisfying (1.1) A dominant § that satisfies
g < q forall dominants g of (1.1) is said to be the best dominant of (1.1) .

Let L(p) denote the class of functions of the form:
f(z) =zP + z an4p z2"P (z € U,p € N={123,..}), (1.2)

which are analytic and p-valent in U.

For f € L(p) , let the komatu operator [4] be denote by

5 ¢ 5§-1
K () = o j et (log7)  f(e)at

c+p 5
_Zp+z(c+p+n Apip 2P (c>-p,6>0). (1.3)

In order to prove the results , we shall use the following definitions and theorem.

Definition 1.1[2] . Denote by Q the set of all functions g that are analytic and
injectiveon U\  E(q), where

E(q) = {( € 0U:limq(2) =oo} (1.4)
and are such that q'(¢) # 0 for{ € dU\E(q). Further let the subclass of Q for
which q(0) = a be denoted by Q(a),Q(0) = Qyand Q(1) = Q; .

Definition 1.2 [2]. Let Q be a set in C, g€ Q and let n be positive integer. The
class of admissible functions ‘¥ [€, q] consists of those functions i C3xU ->C
that satisfy the admissibility condition y(r,s,t;z) &€ Q , whenever r =q({) , s =
m{q'(¢) , and

t ¢a' ()
Re {§+ 1}2mRe{ 700 +1}, (1.5)

z€ U, € 0U\E(q),and m = n . Let ‘Pl[Q,q] = Y[Q,q] .

Theorem 1.1[2]. Let Y€ ¥ [Q,q] with g(0) =a. If the analytic function
F € p[a,n] satisfies

Y (F(2),zF (2),2°F'(2);z) € Q, (1.6)
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then
F(z) < q(2).

2. Main Results

Definition 2.1.Let Q be a set in C and g € Q, N U [0, p].The class of admissible
functions @, [Q, q] consists of those functions ¢ :C3 x U — C that satisfy the
admissibility condition :

p(u,v,w;z) € Q, (2.1)
whenever
Q)+
u=q),v = m{q(g)_l_pcq(() (» € N,c>-p),
and

2 _ 2 "
Re{(c tp)w = cu — ZC} > mRe{Zq, ©) + 1} , (2.2)
c+p)v—-cu

z€ U, €JdU\E(q),andm =p .

Theorem 2.1. Let ¢ € @, [Q, q].If f € L(p) satisfies

{d)(K‘CS;Zf(Z),Rf’;lf(z),Rf'pf(z); z):zelU}cQ, (2.3)

then

K3 f(2) < q(2).

Proof. We note from (1.3)that, we have

’

2(K5 (@) = (c+pIK,f(2) — c K3 (@), (2.4)

IS equivalent to

2K} ) + ek ()
(c+p)

K, f(z) = : (2.5)

and

(K2 F(2) + K f(2)

+1 _
Kep' f(2) = S

(2.6)
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Let the analytic function F in U defined by

F(z) = K. f(2) . 2.7)
Then we have
) B zF'(2) + cF(2)
Kf,p f(Z) - c + p )
Z’F"(2) + (1 + 2¢)zF (2) + c?*F(2)
Kpf(2) = T : (2.8)
Further , let us define the transformations from C3 to C by
s+cr t+ (14 2c)s +c?r
u=r, U= , w =
c+p (c + p)?
Let
s+cr t+ (1+2c)s+c?r
Y (r,s,t;z) = dp(u,v,w; z) —¢<r, ctp’ Ctp)? ,z). (2.9)

The proof will make use of Theorem 1.1. Using (2.7) and (2.8) , from (2.9) , we
obtain

Y (F(2),zF (2),2*F " (2);z) = d)(Rf’;Zf(z),Rf’;lf(z), Rf,pf(z); z). (2.10)

Therefore (2.3) becomes

Y (F(2),zF (2),z°F'(2);2) € Q. (2.11)
Note that
t +p)*w — c?
L letpwocu o (2.12)
S c+p)v—cu

and since the admissibility condition for ¢ € @, [Q,q]is equivalent to the
admissibility condition for ¥ as given in Definition 1.2 , hence ¥ € ‘Pp [Q,q] , and
by Theorem 1.1, F(z) < q(2).

By (2.7), we get
K f(2) < q(2).
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In the case ¢(u,v,w;z) = v, we have the following example .

Example 2.1. Let the class of admissible functions @, [Q,q] consist of those
functions ¢ : €3 x U — C that satisfy the admissibility condition :

oo mdq (g):pcq(i) ¢ O

)

z€U,{ €U\E(q) ,and m > p. If f € L(p) satisfies K}'f(z) c Q,then

K3 f(2) < q(2).

We consider the special situation when Q =+ C is a simply connected domain.
In this case Q = h(U) , where h is a conformal mapping of U onto Q and the class

is written as @, [h, q] . The following result follows immediately from Theorem
2.1.

Theorem 2.2. Let ¢ € @, [Q, q].If f € L(p) satisfies

(K2 f(2), K3 f(2), K, f (2);2) < h(2), (2.13)

then
K3 f(2) < q(2) .

The next results occurs when the behavior of g on dU is not known .

Corollary 2.1. Let Q c C, g be univalentin U and q(0)=a . Let ¢ € @, [Q,q,]
for some p € (0,1) , where q,(z) = q(pz) . If f € L(p) satisfies

(K2 f(2), K f(2), K ,f(2);2) €Q, (2.14)

then
K f(2) < q(@) .

Proof. From Theorem 2.1,we have Rf,;ng(z) < q,(z) and the proof is complete .

Theorem 2.3. Let h and g be univalent in U, with q(0) = a and set q,(2) =
q(pz) and h,(z) = h(pz).Let ¢:C>xU — C satisfy one of the following
conditions :

(1)¢ € @, [h,q,], forsome p € (0,1), or
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(2) there exists p, € (0,1) such that ¢ € ®, [h,,q,], forall p, € (0,1).
If f € L(p) satisfies (2.13) ,then
Ko f(@) < q(2) -
Proof .
case (1): By applying Theorem 2.1 ,we obtain K‘g’;z f(z) <q,(z),since q,(z) <
q(z) we deduce
K f(2) <q(2) .
case (2): If we let F(z) = K2}*f(z) and let F, (z) = F(pz) , then
¢ (F,(2),zE, (2),2%F, (2); pz) = ¢ (F(pz), pzF (pz), p*z*F (pz); pz) € h,(U).
By using Theorem 2.1 and the comment associated  with
¢ (F(2),zF'(2),z*F " (2); w(2)) € Q, where w is any function mapping U into U ,
with w(z) = pz , we obtain F,(z) < q,(z) for p € (py,1) . By letting
p— 1" ,wegetF(z) <q(2).
Therefore
K f(2) < q(2) .
The next result give the best dominant of the differential subordination (2.13).
Theorem 2.4. Let h be univalentin U and let ¢ :C3 x U — C . Suppose that the
differential equation

¢ (q(2),2q(2),2%q"(2); 2) = h(2) (2.15)
has a solution g with g(0) = 0 and satisfy one of the following conditions :

(aeQand¢p €, [h,q],

(2) g is univalentin U and ¢ € @, [k, q,], for some p € (0,1) , or

(3) g is univalent in U and there exists p, € (0,1) such that ¢ € @, [h,, q,] for all
p, €(0,1). If f € L(p) satisfies (2.13) then  K23*f(2) < q(z) and g is the best
dominant .

Proof . By applying Theorem 2.2 and Theorem 2.3 , we deduce that g is a
dominant of (2.13) . Since q satisfies (2.15) , it is also a solution of (2.13) and

therefore g will be dominated by all dominants of (2.13) . Hence q is the best
dominant of (2.13).

Definition 2.2. Let Q be a set in C and q € Qy N1, . The class of admissible
functions @, . [€Q, q] consists of those functions ¢ :C3 x U — C that satisfy the
admissibility condition :
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¢(U,U,W,‘Z) & .Q,
whenever
’ -1
u=q(), v=m(q(f)+c(i;p )al6) (p € N,c>-p),
and
(c+p)w—(c+p—D%u B } {cq”(o }
{ Ctpw—(c+p—nu 2etp-Dy=mRe) Trmmt1r,(216)

z€U,(€dU\E(Q),andm = 1.

Theorem 2.5. Let ¢ € @, [Q,q].If f € L(p) satisfies

Ko+2 JA K
{d)( c;)pfl(z), cﬁpfl(Z) ’ ZPP{EZ) : Z) .z € U} cQ, (217)
then
K<s+z
zpf1(Z) <q(2).
Proof . Let the analytic function F in U defined by
R6+2
F(z) = prl(z) : (2.18)

By using the relations (2.4) and (2.18) , we get

K3 f(2) zF'(2)+(c+p— DF(2)
zr—1 c+p

K,f(2)  z*F'(2) + [2(c + p) — 1]zF (2) + (c + p — 1)?F(2)
e (c +p)?

.(2.19)

Further ,let us define the transformations from C3 to C by

s+(c+p—Dr t+[2(c+p)—1]s+ (c+p—1)>r

u=r,v= W=
c+p W (c + p)?

Let
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Y(r,s, t;z) = p(u,v,w; 2)
3 s+(c+p—Dr t+[2(c+p)—1]s+(c+p—1)2r_
_ ¢<r, > oy ,z>.(2.20)

)

The proof will make use of Theorem 1.1. Using (2.18) and (2.19) , from (2.20) , we
obtain

| ) Ko+ Ko+ K
Y (F(2),2zF (2),2*F"(2);z) = ¢< ﬁpfl(Z) ’ ﬁpi(Z) , ;p{gz); Z)_ (2.21)

Therefore (2.17) becomes

Y (F(2),zF (2),z°F'(2);z) € Q. (2.22)
Note that
t . (c+p)w—(c+p—Du

and since the admissibility condition for ¢ € @, [, q] is equivalent to the
admissibility condition for i as given in Definition 1.2 , hence ¢ € ¥Y[<Q,q] , and
by Theorem 1.1, F(z) < q(2) .
By (2.18) , we get

Ky f(2)

p

—= <4(2).

zp—1
In case ¢(u, v,w; z) = v — u, we have the following example .

Example 2.2. Let the class of admissible functions @, . [€Q,q] consist of those
functions ¢ : C3> x U — C that satisfy the admissibility condition :

~ mq' () — q(d) ¢ 0
B c+p

)

z€ U, € 0U\E(q),and m = p. If f € L(p) satisfies
Ky f(2) Ky f(@) _

zp~1 zp~1

Q,
then
K3 f(2)

S <4@.

We consider the special situation when Q =+ C is a simply connected domain.
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In this case Q = h(U) , where h is a conformal mapping of U onto Q and the
class is written as @, , [h, q] . The following result follows immediately from
Theorem 2.5.

Theorem 2.6. Let ¢ € @, ,[Q,q].If f € L(p) satisfies

e (2.24)

+2 +1
¢ (R‘?,p f(@) Key' f@) Kepf (@) ;z) < h(2),

then
Kep'f(2)
— 1 <a@).
The next results occurs when the behavior of q on dU is not known .

Corollary 2.1. Let Q € C , g be univalentin Uand q(0) = 0. Let ¢ € ®, ,[Q, q, ]
for some p €(0,1),where q,(z) = q(pz) . If f € L(p) satisfies

(2.25)

)

zp~1 7 gzp-1 zp—1

o(SELQ IO Kl @D ) o

then
K232 f(2)

Zb— T op—-1

<q(2).

Proof. From Theorem 2.5,we have

K23 f(2)

1 <492

and the proof is complete .

Theorem 2.7 Let h and g be univalent in U , with q(0) =0 and set q,(z) =
q(pz) and h,(z) = h(pz).Let ¢:C* xU — C satisfy one of the following
conditions :

(1) ¢ € ch’l[h, q,] . for some p € (0,1) , or
(2) there exists p, € (0,1) such that ¢ € @, , [h,, q,] , forall p, € (0,1).
If f € L(p) satisfies (2.24) ,then

Kep'f(2)

— a1 4@
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Proof .

: Kz .
case (1): By applying Theorem 2.5, we obtain "'Z”pi( ) < q,(z) , since q,(z) <

q(z) we deduce

K f(z)
: K232f (@)
case (2): Ifwelet F(2) = e and let F, (z) = F(pz) , then

¢ (F,(2),zF, (2), 2%, (2); pz) = ¢(F(pz), pzF (pz), p*z*F " (pz); pz) € h, (V).
By using Theorem 25 and the comment associated  with
¢ (F(2),2zF'(2),z*F " (2); w(z)) € Q, where w is any function mapping U into U ,

with w(z) = pz, we obtain F,(z) < q,(z) for p € (py,1) . By letting
p— 17 ,wegetF(z) <q(z) .
Therefore
K f(z
f( ) Kep 7@ _ o,

The next result give the best domlnant of the differential subordination (2.24).
Theorem 2.8. Let h be univalent in U and let ¢ :C3 x U — C .Suppose that the
differential equation

¢ (q(2),2q (2),2°q (2);2) = h(z) (2.26)

has a solution q with g(0)= 0 and satisfy one of the following conditions :
()€ Qand ¢ € D, [hq],
(2) g isunivalentinU and ¢ € @, . [h,q,], for some p € (0,1) , or

(3) g is univalent in U and there exists p, € (0,1) such that ¢ € (Dk,l[h

5 q,] forall
fcfzzf( z)

p, €(0,1). If f € L(p) satisfies (2.24) ,then

dominant .

Proof . By applying Theorem 2.6 and Theorem 2.7 , we deduce that g is a
dominant of (2.24) . Since q satisfies (2.26) , it is also a solution of (2.24) and
therefore q will be dominated by all dominants of (2.24) . Hence q is the best
dominant of (2.24).

< q(2) and q is the best

Definition 2.3. Let Q be a set in C and g € Q; N . The class of admissible
functions @, ,[€Q, q] consists of those functions ¢ :C3 x U - C that satisfy the
admissibility condition :
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¢(u, v, w; Z) & .Q,
whenever
_ - mig@Q+ (¢ +p(a@)’
U—Q((), v = (C‘l‘p)C[(() (pEN,C>—p),
and

7q9"(Q)
q'(9)

Re {(W —uw)(c+pu
v—u

—(c+p)(w— 3u)} >m Re{ + 1} ,(2.27)

z€U,(€dU\E(Q),andm > 1.

Theorem 2.9. Let ¢ € @, ,[Q,q].If f € L(p) satisfies

K32 K@) K,f@ )
{ (Kf,‘£3f<z) K@ K@) Z) 2 e U} <. (229
then
K3 f (@)
——=—— <q(2).
K@
Proof . Let the analytic function F in U defined by
K (@)
F(z) = 510 (2.29)
Differentiating (2.29) yields
o) _2(Kf@)  2(Kf@) (230)
F@) K@) K3 f(2)
By using the relation (2.4) , we get
Z (Rf;zf(z))' ZF/(Z)
Kf;zf(z) = F) + (c+p)F(2) —c. (2.31)
Therefore
K f(@) _2F @) + (e +p(F@)* (232)

K2f(z) (c +p)F(2)

Further computations show that
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K3 f(@)  2*F'(2) + [1+3(c + p)F@)]zF (2) + (c + p)* (F(2))*

R T PZF @) + 4 PP F D) - 239

Further , let us define the transformations from C3 to C by
B _ s+ (c+pr*  t+[1+3(c+prls+ (c+p)rd
vy (c+pr '~ (c+p)s+ (c+p)r?
Let
Y(r,s,t;z) = p(w,v,w; 2)
B s+ (c+p)r? t+[1+3(c+p)r]s+(c+p)2r3. 234
B " (c+pr (c+p)s+ (c+p)r? 2 |- (2:34)

The proof will make use of Theorem 1.1.Using (2.29), (2.32) and (2.33), from
(2.34), we obtain

, , K3 () K@) Kyf(2)
2 D) = cp c.p cp ,
Y (F(2),zF (z),z°F (2);z) = ¢ <Rf};3f(z) 'Rfj,fzf(z) ’Kf,;lf(z) ; z).(2.35)
Therefore (2.28) becomes
Y (F(2),zF (2),z°F'(2);2) € Q. (2.36)
Note that
Lppo owldpu o w—3u, (2.37)
S vV—u

and since the admissibility condition for ¢ € @, ,[Q,q] is equivalent to the

admissibility condition for i as given in Definition 1.2 , hence ¥ € ¥Y[Q,q] , and
by Theorem 1.1, F(z) < q(2).

By (2.29), we get
K f(2)

—— <4(@).
Koy’ f(2)
We consider the special situation when Q = C is a simply connected domain .
In this case Q= h(U) , where h is a conformal mapping of U onto Q and the
class is written as @, ,[h, q] . The following result follows immediately from

Theorem 2.9.

Theorem 2.10. Let ¢ € @, [Q,q].If f € L(p) satisfies
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Kep'f(2) K'f(2) Kof(z)
(R*Efﬂz) K@) K@) ) <h@. (@38
then

K252 f(2)

K 19
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