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Abstract — Image segmentation is a based step in analysfs o Il. MEDICAL |MAGE SEGMENTATION
image. More techniques are used for segmentatiouch as

clustering. The clustering divide the image into goups of A, interesting source of images is the medicaldfiel
pixels according to its intensity. There are diffeent methods

for clustering. K means is one of the clustering mbods. This Here, imaging mOdaI't'es_ such as CT (C_:omputed
method requires some parameters such as no. of cless, 1omography), MRI (Magnetic Resonance Imaging), PET
however this not easy to predetermined. This papeocus on  (Positron Emission Tomography) etc. generate a huge
the existence of relationship between the image doast and amount of image information. Not only does the sine

the number of clusters. The practical work were apfied on  resolution of the images grow with improved tecloggl

medical images according to popularity. also the number of dimensions increase. Previously,
. . medical staff studied two-dimensional images preduazy
Keyword — Medical Image, Segmentation, k-means, x_ray Now, three dimensional image volumes are

Clustering, Image Contrast. common in everyday practice. Even four dimensiata

(three-dimensional images changing over time, i.e.
movies) is often used[6].

Image segmentation is an important process for most
medical image analysis tasks. Having good segmiengat
will benefit clinicians and patients as they pravid
important information for 3-D visualization, surgic
lanning and early disease detection[7]. Accurate
etection of the type of brain abnormality is highl
essential for treatment planning in order to mizieni

|. INTRODUCTION

Image segmentation plays a significant role in corap
vision. It aims at extracting meaningful objectisityin the
image. Generally there is no unique method or ambro
for image segmentation. Clustering is a powerf
technique that has been reached in image segnuentatiy
The cluster analysis is to partition an image datanto a

number of disjoint groups or clusters. The clustri diagnostic errors. The accuracy can be improveddiyg
methods such as k means, improved k mean, fuzzayanm

. ) computer aided diagnosis (CAD) systems. The basic
(FCM) and improved fuzzy c mean algorithm (IFCM)CEoncept of CAD is to provide a computer output as a

have been proposed. K means clgsterlng IS one ®f Wecond opinion to assist radiologists’ image irrigtion
popular method ~because of its simplicity and,q {5 reduce image reading time. This improves the
computational efﬁqengy[l]. . L accuracy and consistency of radiological diagnosis.
K-means clustering is the sm_plest ”f‘e.thOd n ;uped/ However, segmentation of the image of brain tuni®s
classification. It does not require training daitais an very difficult task[8].
iterative propedure. K-means.clustering glgorithusuers Mainly Medical Image Segmentation relay on five mai
the data by |terat|vgly computing a mean mte_nfmtygach approaches, namely threshold method, boundary base
_class and segmenting the image by c|a53|_fy|ng pac method, region based method and hybrid method.
in the class with the closest mean. Clustering dasethe lustering algorithm is a region based method itse to

optimization of an ov_eraII measure is a fundamenty gment medical image and to find region of interes
approach explored since the early days of patte f-‘%OI) [9]

recognition. The most popular method for patter
recognition is K-means clustering[2].

K-means clustering algorithm, on the other handa is
simple clustering method with low computational
complexity as compared to FCM. The clusters produc
by K means clustering do not overlap[Bowever, one of
its drawbacks is the requirement for the number
clusters, K, to be specified before the algorithe i
applied[4]. There are many methods available to estima
the number of clusters such as statistical indicasance
based method, Information Theoretic, goodness bf Voot ewoa N .

method etc[5]. CON = Z n Z | Z ;I::Ij:.J}..(lj

[ll. IMAGE CONTRAST

o Contrast is the local change in a brightness and is
defined as the ratio between average brightnesanof
Qbiect and the background strictly speaking, weukho
talk about luminance instead of brightness if aor & to

he physically precise.[10]. The measure of thegena
contrast(CON) can be expressed by the following
fquation:-

This is a measure of the image contrast- thatseasure
of local grey level variations. Indee¥. ¥ . »(i, i) is the
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percentage of pixel pairs whose intensity diffeymbThe procedure of this work would be given. First theage
n® dependence weighs the big differences more, th@gntrast was computed according to equation(l). The
CON takes high values for images of high contrd$t[1 results are listed in the table(1).

Table 1. Contrast values of original image

IV. K-MEANS CLUSTERING

Image No. Contrast Value
The most popular partitional algorithm among vasiou Image Contrast

clustering algorithms is K-mean clustering. K-me&nan 1 7230.17:
exclusive clustering algorithm, which is simplesgdo 2 8584.79¢
use and very efficient in dealing with large amoohdata 3 11094.05
with linear time complexity[12]. In 1967 MacQuedrst 4 3712.46!
proposed k-Means clustering algorithm. k-Means 5 4700.87:
algorithm is one of the popular partitioning algom. The 6 4625.71.

idea is to classify the data into k clusters wheris the
input parameter specified in advance through itezat The contrast values as shown in Table(1) are gbupe
relocation technique which converges to locainto two groups; the (image 1,2, and 3) have higlues

minimum[13]. however the second group(image 4,5, and 6) have low
K-means algorithm clusters observations into k gspu values.
where k is provided as an input parametehen Then k-means algorithm that was shown in

assigns each observation to clusters based upon #igorithm(1) was executed using the previous imagiés
observation’s proximity to the of the cluster. Tdlaster’'s different number of clusters(k); k=2, k=3, k=4, k=Fhe
mean is then recomputed and the process beging[B2ji resulted images are shown in Figure(2), Figure(3),

as shown in Algorithm(1) . Figure(4), Figure(5). By human eye, it can be eraah
for the resulted clustering images(image 1,2, andith
Algorithm (1): Traditional k-means Algorithm k=2 as shown in Figure(2) would be implied more
a) Select k points as initial centroids distinctive features than the second group of iregys,
b) Repeat and 6).
c) From k clusters by assigning each point talitsest
centroid

d) Recompute the centroid of each cluster untitreid
does not change[13]

The objective function of K-mean algorithm is tqg
minimize the intra-cluster distance and maximibe t
inter-cluster distance based on the Euclideanriis{d2].
So to measure the quality of a clustering , sunaisgarror
(SSE) is used i.e. the error for each point is atiegh The
SSE is formally defined as follows[14]:

SSE =Xi Exsc:- d(x,m;) )

In the above equationm is the center of clustet ,
while d(x,mi ) is the Euclidean distance between a print
and mi. Thus, the criterion functionE attempts to
minimize the distance of each point from the cenfahe
cluster to which the point belongs [15].

The K-means algorithm requires three user-specified
parameters: number of clusters K, cluster initélan,
and distance metric. Cluster initialize with ongeab that
is center for each cluster. A cluster is a saihpécts such
that an object in a cluster is closer (more sinitarthe
“center” of a cluster, than to the center of anheot
cluster. The center of a cluster is often a cedirthe
average of all the points in the cluster[16].

Image(3) Image(6)
Fig. 1. Original medical images

V. EXPERIMENTAL RESULTS

The practical work was applied on the medical image
Six medical images as shown in Figure(1) were segpl
to this work. These images were imported from the
site[17] that contains atlas of brain images. Thetical
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Image(3) Image(6)

Fig. 4. Resulted images with clusters number(k=4)

Image(3) Image(6)

Fig. 3. Resulted images with clusters number(k=3)

Fig. 5. Resulted images with clusters number(k=5)

Then the clusters number was increased, the quality
images(i.e. more features are become more clean)ldw
improved in the two groups with the superiorityttod first
group as shown in Figures (3) , (4), and (5) wrotuster
number k=3,4, and 5.
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VI. CONCLUSIONS

Subjective evaluation of the results in this pagiee the
proof for the role of the image contrast in ideyiti§ the
number of clusters. The image with high contrastes

gives good result with low number of clusters, tscan be
chosen in clustering an image. However images loith
contrast value didn't give good result with low riagn of
clusters. Therefore, it must be chosen more clsister
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